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#### Abstract

We analyze a crack propagating in an inhomogeneous rectangular lattice in the state of anti-plane shear. The filtering properties of such a lattice are linked to the energy dissipation due to waves initiated by the crack. The influence of the inhomogeneities within the lattice on the lattice trapping is investigated.


## 1. Introduction

We consider a square lattice consisting of point particles connected by linearly elastic massless bonds. The lattice layers differ by particle masses so that the cell of periodicity contains three masses. Main features of dynamic fracture are closely connected with the wave characteristics of the body, so that we begin by considering the waves existing in such a lattice.

Waves in periodic structures, in particular, in lattices is a classical topic [1, 2]. It has got the second wind when artificial 'crystals' were revealed as band-gap materials can control the propagation of waves of different nature [3-8]. Within certain limits, a properly designed lattice may control the crack path as artificial crystals (the band-gap materials) can control the propagation of waves of different frequencies and polarization. In the present work, we study for the first time a lattice which is inhomogeneous and stratified.

There is a large, steadily increasing number of papers on fracture in lattices. Numerical simulations of atomic lattices were initiated in [9, 10], and still receive substantial attention in the modern literature (see, for example [11, 12] and references therein). The first analytical solution for a string-like 2D lattice model was obtained in [13]. Similar lattice models were then studied in [14-31]. The main results on this topic are summarized in [32]. Beam-like lattices were studied in [33-40].

There are some essential peculiarities in lattice fracture mechanics. In this model, the crack growth is considered as a consequence of breaks of the bonds, there is no crack edge singularity, and the fracture theory can be based on the classical criteria of the 1D bond strength. In general, there exist dynamic effects even in the case of a slow crack [13, 32]. The discrete

[^0]pulses caused by bond rupture lead to lattice oscillations and to the dynamic amplification factor, which affects the direction of the propagating crack and the crack propagation speed [32, 41]. Due to lattice oscillations, the total energy release rate is a sum of the bond limiting strain energy and the radiation energy rate. From the macrolevel viewpoint, the latter is the dissipation.

The ratio of the bond limiting strain energy to the total fracture energy, and hence the dissipation rate, is represented by a rather complicated non-monotonic function of the crack speed [32, p. 404]. The underlying cause of the wavy behavior of the plot is the dynamic crack-speed-dependent influence of the bond break on the next bond strain [41]. In the abovementioned analytical studies, uniform periodic lattices were always considered. We now study how the lattice inhomogeneity influences the dissipation. In this study, the masses at the lattice junctions are assumed to be different. A 2D rectangular lattice for mode III fracture is considered. First we derive dispersion relations for the waves in the undamaged lattice. Then the problem is considered for the lattice with a semi-infinite straight crack propagating at a subcritical constant speed. This also includes the case of an orthotropic lattice.

## 2. The lattice

We consider a 2D rectangular lattice shown in figure 1a. The particles shown as black (white) discs are assumed to have mass $m_{1}\left(m_{2}\right)$. The system is normalized in such a way that the stiffness of the bonds connecting neighboring particles, the lattice spacing and the averaged density are chosen as natural units. Therefore, the average density is $\left(2 m_{1}+m_{2}\right) / 3=1$, and the low-frequency wave speed is equal to $c=1$.

We consider the dynamic state of anti-plane shear corresponding to transverse oscillation of the particles within the lattice. The equations of motion are written for three particles within the elementary cell of the periodic structure shown in figure $1(\mathrm{~b})$. The displacement is denoted as $u_{j, m, n}$, where $(m, n), m, n=0, \pm 1, \pm 2, \ldots$, stands for the multi-index characterizing the position of the cell $m \boldsymbol{e}^{(1)}+3 n \boldsymbol{e}^{(2)}$, whereas $j=0,1,2$ is the index characterizing the particle


Figure 1. Inhomogeneous lattice structures: (a) Undamaged lattice; (b) lattice with a crack. The 'white'-to-'black' mass ratio is denoted by $\mu$. The elementary cell is shown as a shaded rectangle. The horizontal and vertical coordinates of the cell are denoted by $m$ and $n$, respectively.
within the cell. The equations of motion of the intact lattice have the form:

$$
\begin{align*}
& \frac{3}{2+\mu} \ddot{u}_{0, m, n}=u_{0, m-1, n}+u_{0, m+1, n}+u_{1, m, n}+u_{2, m, n-1}-4 u_{0, m, n}, \\
& \frac{3 \mu}{2+\mu} \ddot{u}_{1, m, n}=u_{1, m-1, n}+u_{1, m+1, n}+u_{2, m, n}+u_{0, m, n}-4 u_{1, m, n}, \\
& \frac{3}{2+\mu} \ddot{u}_{2, m, n}=u_{2, m-1, n}+u_{2, m+1, n}+u_{0, m, n+1}+u_{1, m, n}-4 u_{2, m, n}, \tag{1}
\end{align*}
$$

where $\mu=m_{2} / m_{1}$. Note that when a crack is introduced the equations for the crack-face particles are changed, as described in section 4.

## 3. Waves in the undamaged lattice

### 3.1 Dispersion relations

Sinusoidal waves are sought in the form:

$$
\begin{equation*}
u_{j, m, n}=U_{j} \mathrm{e}^{\mathrm{i}\left(\omega t-k_{x} m-3 k_{y} n\right)}, \tag{2}
\end{equation*}
$$

where $U_{j}, j=0,1,2$, are the amplitudes, $\omega$ is the radian frequency, and $\left(k_{x}, k_{y}\right)$ is the wavevector. Note that, in the $k_{x}, k_{y}$-plane, the cell of periodicity is $(-\pi, \pi] \times(-\pi / 3, \pi / 3]$. The periodic pattern corresponds to the Floquet representation of eigensolutions within an elementary cell consisting of three particles.

The system (1) yields

$$
\begin{align*}
S_{2} U_{0}-U_{1}-U_{2} \mathrm{e}^{3 i k_{y}} & =0, \\
S_{1} U_{1}-U_{2}-U_{0} & =0, \\
S_{2} U_{2}-U_{0} \mathrm{e}^{-3 i k_{y}}-U_{1} & =0, \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
S_{1}=4-2 \cos k_{x}-\frac{3 \mu}{2+\mu} \omega^{2}, \quad S_{2}=4-2 \cos k_{x}-\frac{3}{2+\mu} \omega^{2} . \tag{4}
\end{equation*}
$$

This system of linear algebraic equations with respect to $U_{0}, U_{1}, U_{2}$ has a nontrivial solution if and only if

$$
\begin{align*}
\mathcal{D} & =\operatorname{det}\left(\begin{array}{lll}
S_{2} & -1 & -\mathrm{e}^{3 i k_{y}} \\
-1 & S_{1} & -1 \\
-\mathrm{e}^{-3 i k_{y}} & -1 & S_{2}
\end{array}\right) \\
& =S_{1}\left(S_{2}^{2}-1\right)-2 S_{2}-2 \cos \left(3 k_{y}\right) \\
& =-\frac{27 \mu}{(2+\mu)^{3}} \omega^{6}+\frac{18(2 \mu+1)}{(2+\mu)^{2}}\left(2-\cos k_{x}\right) \omega^{4}-3 \alpha \omega^{2}+\beta=0, \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
\alpha=4\left(2-\cos k_{x}\right)^{2}-1, \quad \beta=8\left(2-\cos k_{x}\right)^{3}-6\left(2-\cos k_{x}\right)-2 \cos \left(3 k_{y}\right) . \tag{6}
\end{equation*}
$$

This bicubic dispersion equation allows for explicit closed form solutions, but it appears too cumbersome to be written down here. The dispersion surfaces representing the solutions $\omega_{j}\left(k_{x}, k_{y}\right)$ of the dispersion equation (5) are shown in figure 2 . Furthermore, in figures 3 and 4


Figure 2. The three-branch dispersion diagram for $\mu=0.5$.


Figure 3. Contour line plots for three dispersion branches for $\mu=0.5$.


Figure 4. Dispersion curves representing different cross-sections of the dispersion surfaces for $\mu=0.5$.
we give the contourline plots for the dispersion surfaces and the vertical cross-sections of these surfaces for $\mu=0.5$. In particular, the dispersion diagrams in figures 4(c) and 4(d) correspond to waves excited by the propagating crack and will be discussed further in the sequel of the paper.

For long waves ( $k_{x}, k_{y} \rightarrow 0$ ), the results are consistent with the corresponding asymptote for the homogeneous lattice:

$$
\begin{equation*}
\omega^{2} \sim k_{x}^{2}+k_{y}^{2} . \tag{7}
\end{equation*}
$$

Note that for $\mu \neq 1$ there exist three different branches of the dispersion relation.

### 3.2 Uniform lattice

In this case, $\mu=1$, the three-branch relation is a consequence of the representation of the cell of periodicity as the $1 \times 3$ rectangle. The condition $k_{x}, k_{y} \rightarrow 0$ implies that the state in the neighboring rectangular cells is asymptotically the same, but particles within the cell may oscillate. Thus, two additional branches for solutions of the dispersion equation occur here.

All three branches are defined by the equation

$$
\begin{equation*}
S^{3}-3 S-2 \cos 3 k_{y}=0 \tag{8}
\end{equation*}
$$

(Compare with (5), with $S_{1}=S_{2}=S$.) The roots follow as

$$
S^{(1)}=2 \cos k_{y}, \quad S^{(2,3)}=-2 \cos \left(k_{y}+\pi / 3\right)
$$

and correspondingly

$$
\begin{align*}
\omega_{1}^{2}\left(1, k_{x}, k_{y}\right) & =4-2 \cos k_{x}-2 \cos k_{y} \\
\omega_{2,3}^{2}\left(1, k_{x}, k_{y}\right) & =4-2 \cos k_{x}+2 \cos \left(k_{y}+\pi / 3\right) \tag{9}
\end{align*}
$$

The first (acoustic) branch has a conical point at the origin ( $k_{x}=k_{y}=0$ ):

$$
\begin{equation*}
\omega_{1} \sim \sqrt{k_{x}^{2}+k_{y}^{2}} \text { as } k_{x}^{2}+k_{y}^{2} \rightarrow 0 \tag{10}
\end{equation*}
$$

We note that this relation is valid for any $\mu$ (see (7)). For a general choice of $\mu$, we have

$$
\begin{equation*}
\omega_{1}(\mu, 0,0)=0, \quad \omega_{2}^{2}(\mu, 0,0)=2+\mu, \quad \omega_{3}^{2}(\mu, 0,0)=\frac{(2+\mu)^{2}}{3 \mu} \tag{11}
\end{equation*}
$$

### 3.3 Asymptotic approximations of eigenfrequencies for high-contrast lattices

Asymptotically, when $\mu \rightarrow 0$ the solutions of the dispersion equation take the form

$$
\begin{align*}
\omega_{1,2}^{2}\left(\mu, k_{x}, k_{y}\right) & \rightarrow \frac{\alpha \mp \sqrt{\alpha^{2}-2 \beta\left(2-\cos k_{x}\right)}}{3\left(2-\cos k_{x}\right)} \\
\omega_{3}^{2}\left(\mu, k_{x}, k_{y}\right) & \sim \frac{4\left(2-\cos k_{x}\right)}{3 \mu} \tag{12}
\end{align*}
$$

while in the opposite case, $\mu \rightarrow \infty$, we have

$$
\begin{align*}
& \omega_{1}^{2}\left(\mu, k_{x}, k_{y}\right) \rightarrow \beta /(3 \alpha) \\
& \omega_{2}^{2}\left(\mu, k_{x}, k_{y}\right) \sim(\mu / 3)\left(5-2 \cos k_{x}\right), \quad \omega_{3}^{2}\left(\mu, k_{x}, k_{y}\right) \sim(\mu / 3)\left(3-2 \cos k_{x}\right) \tag{13}
\end{align*}
$$

where the quantities $\alpha$ and $\beta$ are defined in (6). It follows that, in the cases of high-contrast lattices, there are band gaps in $\omega$ where no propagating wave exists. Furthermore, when the 'black' masses (see figure 1a) vanish, as $\mu \rightarrow \infty$, only the first branch (for $\omega_{1}$ ) remains.

### 3.4 Two special cases

In the special cases, $k_{y}=0$ and $k_{y}=\pi / 3$, the dispersion relations (5) can be simplified. Namely, for $k_{y}=0$ we have $\cos 3 k_{y}=1$, and for $k_{y}=\pi / 3$ we observe that $\cos 3 k_{y}=-1$, so that one of the roots can be written in the form

$$
\begin{align*}
& \omega^{2}=\omega_{3}^{2}=\frac{2+\mu}{3}(5-2 \cos k) \quad\left(k_{y}=0\right) \\
& \omega^{2}=\omega_{3}^{2}=\frac{2+\mu}{3}(3-2 \cos k) \quad\left(k_{y}=\pi / 3\right) \tag{14}
\end{align*}
$$

where the notation $k_{x}=k$ is used. The other roots are elementary and defined by the corresponding quadratic equations. For $k_{y}=0$ they are

$$
\begin{equation*}
\omega_{1,2}^{2}(\mu, k, 0)=\frac{2+\mu}{6 \mu}\left[P_{+}(\mu, k) \mp \sqrt{Q_{+}(\mu, k)}\right] \tag{15}
\end{equation*}
$$

with

$$
\begin{align*}
& P_{+}(\mu, k)=3 \mu+4-2(1+\mu) \cos k \\
& Q_{+}(\mu, k)=9 \mu^{2}-16 \mu+16-\left(16-28 \mu+12 \mu^{2}\right) \cos k+4(1-\mu)^{2} \cos ^{2} k \tag{16}
\end{align*}
$$

and for $k_{y}=\pi / 3$

$$
\begin{equation*}
\omega_{1,2}^{2}(\mu, k, \pm \pi / 3)=\frac{2+\mu}{6 \mu}\left[P_{-}(\mu, k) \mp \sqrt{Q_{-}(\mu, k)}\right], \tag{17}
\end{equation*}
$$

with

$$
\begin{align*}
& P_{-}(\mu, k)=5 \mu+4-2(1+\mu) \cos k \\
& Q_{-}(\mu, k)=25 \mu^{2}-32 \mu+16-\left(16-36 \mu+20 \mu^{2}\right) \cos k+4(1-\mu)^{2} \cos ^{2} k \tag{18}
\end{align*}
$$

The corresponding dispersion diagrams, for the case of $\mu=0.5$, are shown in figures 4(c) and 4(d).

In the dynamic fracture problem considered below, the propagating crack excites some of these waves, and therefore creates a speed-dependent dissipation.

## 4. Lattice with a propagating crack

### 4.1 The Wiener-Hopf problem

We now introduce a semi-infinite crack, $m<v t, t\rangle-\infty$, propagating along a line between the layers $(0, m, 0)$ and $(2, m,-1)$, as shown in figure $1(\mathrm{~b})$, with a constant speed, $v>0$. The 'steady state' formulation is adopted, and it is assumed that the displacement $u_{j, m, n}(t)$ depends only on the variables $j, \eta=m-v t$ and $n$. The crack propagation is considered as a consequence of the bond breakage along the above-mentioned line at $\eta=0$ (i.e. $t=m / v$ ). We may thus describe the dynamic field by means of functions $u_{j, n}(\eta)$. In accordance with the mode III symmetry

$$
\begin{equation*}
u_{0, n}(\eta)=-u_{2,-n-1}(\eta), \quad u_{1, n}(\eta)=-u_{1,-n-1}(\eta), \quad u_{2, n}(\eta)=-u_{0,-n-1}(\eta) \tag{19}
\end{equation*}
$$

In terms of the Fourier transform $u_{j, n}^{F}(k)$ of $u_{j, n}(\eta)$ with respect to $\eta$ (considered as a continuous variable for any $m$ ), the equations for the undamaged lattice (see (1)) become

$$
\begin{array}{r}
\mathcal{S}_{2} u_{0, n}^{F}-u_{1, n}^{F}-u_{2, n-1}^{F}=0, \\
\mathcal{S}_{1} u_{1, n}^{F}-u_{0, n}^{F}-u_{2, n}^{F}=0, \\
\mathcal{S}_{2} u_{2, n}^{F}-u_{0, n+1}^{F}-u_{1, n}^{F}=0, \tag{20}
\end{array}
$$

with

$$
\begin{equation*}
\mathcal{S}_{1}(k)=4-2 \cos k+\frac{3 \mu}{2+\mu}(0+i k v)^{2}, \quad \mathcal{S}_{2}(k)=4-2 \cos k+\frac{3}{2+\mu}(0+i k v)^{2}, \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
(0+i k v)=\lim _{\varepsilon \rightarrow+0}(\varepsilon+i k v) \tag{22}
\end{equation*}
$$

which follows from the causality principle for steady-state solutions [32]. The latter relation allows us to choose the correct integration path in the evaluation of the inverse transform to avoid crossing the singular points. (For $\Re \varepsilon>0$ the considered functions have no singular points on the real $k$-axis.)

For the lattice with the crack, equations (20) are valid for $n>0$ and for $n<-1$. For the upper half-plane we use the representation

$$
\begin{equation*}
u_{j, n}^{F}(k)=u_{j}^{F}(k) \lambda^{n}(k), \quad u_{j}^{F}=u_{j, 0}^{F}, \quad|\lambda| \leq 1 . \tag{23}
\end{equation*}
$$

For $n>0$ equations (20) become

$$
\begin{align*}
\mathcal{S}_{2} u_{0}^{F}-u_{1}^{F}-u_{2}^{F} / \lambda & =0, \\
\mathcal{S}_{1} u_{1}^{F}-u_{0}^{F}-u_{2}^{F} & =0, \\
\mathcal{S}_{2} u_{2}^{F}-\lambda u_{0}^{F}-u_{1}^{F} & =0 . \tag{24}
\end{align*}
$$

The linear algebraic system (24) has a nontrivial solution if and only if

$$
\operatorname{det}\left(\begin{array}{ccc}
\mathcal{S}_{2} & -1 & -\lambda^{-1}  \tag{25}\\
-1 & \mathcal{S}_{1} & -1 \\
-\lambda & -1 & \mathcal{S}_{2}
\end{array}\right)=0
$$

It follows that

$$
\begin{equation*}
\lambda=P-\sqrt{P^{2}-1}, \quad P=\frac{1}{2}\left(\mathcal{S}_{1} \mathcal{S}_{2}^{2}-2 \mathcal{S}_{2}-\mathcal{S}_{1}\right) . \tag{26}
\end{equation*}
$$

In this relation, if $\varepsilon=0$ then $P$ is a real-valued function of the real variable $k$; it is a complex-valued function otherwise. At the same time the function in (26) maps the complex plane $P$ with the $(-1,1)$ branch cut into a unit circle or its exterior in the $\lambda$-plane, depending on the branch of the square root function (the inverse function, $P=(1 / 2)(\lambda+1 / \lambda)$, is known as the Zhukovskii function). Thus the relation in (22) and the condition $|\lambda| \leq 1$ result in the following choice for the square root branch in (26):

$$
\begin{align*}
& \sqrt{P^{2}-1}>0 \quad(P>1), \quad \sqrt{P^{2}-1}<0 \quad(P<-1) \\
& \sqrt{P^{2}-1}=\mathrm{i} \sqrt{1-P^{2}} \operatorname{sign} k \quad[\lambda=P=1 \text { as } k=0] \tag{27}
\end{align*}
$$

It can be seen that the functions $S_{1,2}$ and $\mathcal{S}_{1,2}$ and equations (5) and (25) coincide if we take

$$
\begin{equation*}
\omega=k v \quad \text { and } \quad k_{y}=(1 / 3) \mathrm{i} \ln \lambda(k) \quad\left(k=k_{x}\right) . \tag{28}
\end{equation*}
$$

So the intersection of the plane $\omega=k_{x} v$ with the dispersion surfaces considered in section 3 and the last equality in (28) define the waves which can be excited by the propagating crack. Note that $|\lambda|=1$ and $|\lambda|<1$ correspond to sinusoidal and exponentially decreasing waves, respectively. By solving the problem, we obtain more specific information about the waves excited by the crack and also obtain the total dissipation as a function of the crack speed.

We now turn to the equation for particle displacements $u_{0,0}(\eta)$ on the crack face, and note that $u_{2,-1}(\eta)=-u_{0,0}(\eta)$. Let us use the representations

$$
\begin{equation*}
u_{0,0}^{F}(k)=u_{+}(k)+u_{-}(k), \quad u_{ \pm}(k)=\left[u_{0,0}(\eta) H( \pm \eta)\right]^{F} \tag{29}
\end{equation*}
$$

where $H$ is the Heaviside unit step function. Let $\sigma$ denote the traction on the boundary of the upper half-plane. It is assumed that the crack faces are traction free, i.e. for $\eta<0$ we have

$$
\begin{equation*}
\sigma(\eta)=0, \quad \sigma_{-}=0 \tag{30}
\end{equation*}
$$

whereas for $\eta>0$

$$
\begin{equation*}
\sigma(\eta)=2 u_{0,0}(\eta), \quad \sigma_{+}=2 u_{+} . \tag{31}
\end{equation*}
$$

Accordingly, we modify the first equation in the system (24). Using the relations

$$
\begin{equation*}
\left(\mathcal{S}_{1} \mathcal{S}_{2}-1\right) u_{1}^{F}=\left(\mathcal{S}_{2}+\lambda\right) u_{0}^{F} \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{+}=u_{1}^{F}-\left(\mathcal{S}_{2}-1\right) u_{0}^{F} \tag{33}
\end{equation*}
$$

we arrive at the functional equation of the Wiener-Hopf type for the functions $u_{ \pm}(k)$

$$
\begin{align*}
\mathcal{Q}_{1}(k) u_{+}(k)+\mathcal{Q}_{2}(k) u_{-}(k) & =0 \\
\mathcal{Q}_{1}(k) & =\mathcal{S}_{2}+1-\frac{\mathcal{S}_{2}+\lambda}{\mathcal{S}_{1} \mathcal{S}_{2}-1}, \quad \mathcal{Q}_{2}(k)=\mathcal{S}_{2}-1-\frac{\mathcal{S}_{2}+\lambda}{\mathcal{S}_{1} \mathcal{S}_{2}-1}, \tag{34}
\end{align*}
$$

where $\mathcal{S}_{1,2}$ and $\lambda$ are defined by equations (21) and (26), respectively.

### 4.2 Dissipative waves

A nonzero singular point of $u_{+}(k)$ or $u_{-}(k)$ defining a high-frequency propagating wave originates from a zero point of $\mathcal{Q}_{1}(k)$ or $\mathcal{Q}_{2}(k)$ (see (34)). The first roots of the equations

$$
\begin{equation*}
\mathcal{Q}_{1}(k)=0 \quad \text { and } \quad \mathcal{Q}_{2}(k)=0 \tag{35}
\end{equation*}
$$

for $\mu \neq 1$ can be easily found from the equations

$$
\begin{equation*}
\mathcal{S}_{2}=\mp 1, \tag{36}
\end{equation*}
$$

which correspond to

$$
\lambda= \pm 1
$$

respectively (see (21) and (26)). It follows that

$$
\begin{array}{ll}
\mathcal{Q}_{1}=0: & \omega^{2}=(k v)^{2}=\frac{2+\mu}{3}(5-2 \cos k), \\
& \lambda=1 \quad\left(k_{y}=0\right)  \tag{37}\\
\mathcal{Q}_{2}=0: & \omega^{2}=(k v)^{2}=\frac{2+\mu}{3}(3-2 \cos k), \quad \lambda=-1 \quad\left(k_{y}=\pi / 3\right)
\end{array}
$$

These dispersion relations coincide with those presented in (14). The other frequencies also correspond to these values of $k_{y}$ considered in section 3 , namely,

$$
\begin{equation*}
\mathcal{Q}_{1}=0: \quad \omega^{2}=\omega_{1,2}^{2}, \quad \lambda=-1 \quad\left(k_{y}=\pi / 3\right), \tag{38}
\end{equation*}
$$

where $\omega_{1,2}$ are defined in (17), and

$$
\begin{equation*}
\mathcal{Q}_{2}=0: \quad \omega^{2}=\omega_{1,2}^{2}, \quad \lambda=1 \quad\left(k_{y}=0\right) \tag{39}
\end{equation*}
$$

where $\omega_{1,2}$ are defined in (15). Note that each of the functions $\mathcal{Q}_{1,2}$ has zeros corresponding to both values of $k_{y}: 0(\lambda=1)$ and $\pi / 3(\lambda=-1)$. For the homogeneous lattice, $\mu=1$

$$
\begin{align*}
\mathcal{S}_{1} & =\mathcal{S}_{2}=\mathcal{S}= \pm 2 \\
\mathcal{S} & =-2: \quad \omega^{2}=6-2 \cos k, \quad \lambda=-1 \quad\left(\mathcal{Q}_{1}=0\right) \\
\mathcal{S} & =2: \quad \omega^{2}=2-2 \cos k, \quad \lambda=1 \quad\left(\mathcal{Q}_{2}=0\right) \tag{40}
\end{align*}
$$

just as expected [compare with relations (11.6) and (11.105)-(11.107) in [32]].
We now show that, in the dissipative waves corresponding $\lambda= \pm 1$, there is no averaged energy flux in the $y$-direction. Let us consider the energy flux from the node $(2, n)$ to the node $(0, n+1)$. Taking an average over the corresponding time period we can write

$$
\begin{equation*}
N_{y}=\frac{1}{2} \Im\left[\omega \lambda u_{0} \overline{\left(u_{2}-\lambda u_{0}\right)}\right], \tag{41}
\end{equation*}
$$

where $\lambda u_{0, n}=u_{0, n+1}$. The considered waves satisfy the system of equations (3) with $\mathrm{e}^{-3 i k_{y}}=$ $\lambda= \pm 1$. Besides, $\omega$ and $S_{1,2}$ are real. It follows that the product in the square brackets is real,
and hence

$$
\begin{equation*}
N_{y}=0 \tag{42}
\end{equation*}
$$

Thus, the $y$-component of the group velocity of these waves is equal to zero. Consequently, these dissipative waves propagate mainly parallel to the crack. However, oscillations percolate in the $y$-direction, and this explains why the steady-state wave field is not localized at the crack line. A root of the equation $\omega(k)=k_{x} v$, where $v$ is the phase velocity of the wave equal to the crack speed, defines the wavenumber $k_{x}$. For $v>0$, there is a finite number of roots, increasing to infinity as $v$ tends to zero. On the crack-face line the wave is placed ahead of the crack if the group velocity exceeds the crack speed, and it is behind the crack edge otherwise. Other dissipative waves (the waves corresponding to complex $\lambda$ ) can be found using the stationary phase method in the inverse Fourier transform assuming both variables, $\eta$ and $n$, tend to infinity.

### 4.3 Factorization and solution of the Wiener-Hopf problem

We now introduce the quantity

$$
\begin{equation*}
L(k)=\mathcal{Q}_{1} / \mathcal{Q}_{2} \tag{43}
\end{equation*}
$$

as the kernel of the Wiener-Hopf equation written in the form

$$
\begin{equation*}
L(k) u_{+}(k)+u_{-}(k)=0 . \tag{44}
\end{equation*}
$$

According to the Index Theorem [32, p. 451], the index of $L(k)$ is equal to zero, and if $\mu<\infty$ (implying that every lattice junction adjacent to the crack has a non-zero mass) then $L( \pm \infty)=1$. The factorization is standard:

$$
\begin{align*}
L(k) & =L_{+}(k) L_{-}(k) \\
L_{ \pm}(k) & =\exp \left[ \pm \frac{1}{2 \pi \mathrm{i}} \int_{-\infty}^{\infty} \frac{\ln L(\xi)}{\xi-k} \mathrm{~d} \xi\right] \tag{45}
\end{align*}
$$

 path if $\varepsilon>0$, and the definition $(0+\mathrm{i} k v)$ is used as the limit from above (see (22)).

The equation (44) takes the form

$$
\begin{equation*}
L_{+}(k) u_{+}(k)+L_{-}^{-1} u_{-}(k)=0 \tag{46}
\end{equation*}
$$

The causality principle adopted here leads to the conclusion that the homogeneous equation (46) only admits the trivial solution. To allow for a contribution from remote external forces, we introduce the $\delta$-function term in the right-hand side of (46) (see [32], Chapter 14). Thus, the modified equation can be written in the form

$$
\begin{equation*}
L_{+}(k) u_{+}(k)+L_{-}^{-1} u_{-}(k)=C\left[(0+\mathrm{i} k)^{-1}+(0-\mathrm{i} k)^{-1}\right], \tag{47}
\end{equation*}
$$

where $C$ is a constant. In terms of the Fourier transform, the solution is obtained as follows

$$
\begin{equation*}
u_{+}(k)=\frac{C}{(0-\mathrm{i} k) L_{+}(k)}, \quad u_{-}(k)=\frac{C L_{-}(k)}{0+\mathrm{i} k} . \tag{48}
\end{equation*}
$$

This is the only solution satisfying the regularity condition including the boundedness of the displacements at the crack edge. The singular point $k=0(\varepsilon=+0)$ defines the long wave carrying energy to the propagating crack from $-\infty$ (this wave corresponds to that in the homogenized medium with the moving crack), whereas the real singular points of $L_{ \pm}(k)$ and zeros of $L_{+}(k)$ correspond to the high-frequency waves excited by the propagating crack.

### 4.4 Local and global energy release rates

Let $G_{0}$ and $G$ be the local energy release rate for the lattice and the global energy release rate for the corresponding homogenized medium, respectively. In other words, $G_{0}$ is the strain energy accumulated in the bond before it breaks, whereas $G$ is the energy release rate corresponding to the long-wave (low-frequency) asymptote of the exact lattice solution. In the homogeneous problem considered here, the latter is the macrolevel energy flux from the infinity. The difference, $G-G_{0}$, represents the energy of high-frequency waves radiated by the propagating crack; from the macrolevel viewpoint this is dissipation.

The limiting elongation of the bond is equal to $2 u(\eta)$ at $\eta=0$, and

$$
\begin{equation*}
2 u(0)=2 \lim _{k \rightarrow \mathrm{i} \infty}(-\mathrm{i} k) u_{+}(k)=2 C, \quad\left[\text { we recall that } \lim _{k \rightarrow \mathrm{i} \infty} L_{+}(k)=1\right] \tag{49}
\end{equation*}
$$

and hence, in our solution, the limiting energy of the linearly elastic bond is given by

$$
\begin{equation*}
G_{0}=2 C^{2} . \tag{50}
\end{equation*}
$$

At the same time, the long-wave asymptotes $(k \rightarrow 0)$ of $\sigma_{+}$and $u_{-}$are defined by the same formulas as for the homogeneous lattice [32, Section 11.5.2, $a=1, \mu=1, A_{0}=C$ ]

$$
\begin{align*}
& \sigma_{+}(k) \sim \frac{\sqrt{2} C\left(1-v^{2}\right)^{1 / 4}}{\mathcal{R}(v) \sqrt{0-\mathrm{i} k}} \\
& u_{-}(k) \sim \frac{\sqrt{2} C}{\left(1-v^{2}\right)^{1 / 4} \mathcal{R}(v)(0+\mathrm{i} k)^{3 / 2}}, \tag{51}
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{R}(v)=\exp \left[\frac{1}{\pi} \int_{0}^{\infty} \frac{\operatorname{Arg} L(k)}{k} \mathrm{~d} k\right], \tag{52}
\end{equation*}
$$

where $\operatorname{Arg} L(k)$ depends on the lattice structure (in our case, it depends on the mass ratio, $\mu$ ).
Based on formulae (48) and [32, equation (1.42), p. 27], we can represent the global energy release in the form

$$
\begin{equation*}
G=\lim _{\varepsilon \rightarrow+0} \frac{2 C^{2} L_{-}(-\mathrm{i} \varepsilon)}{L_{+}(\mathrm{i} \varepsilon)}=\frac{2 C^{2}}{\mathcal{R}^{2}(v)} \tag{53}
\end{equation*}
$$

Note that $\operatorname{Arg} L(k)$ is a function with a compact support (for $v>0$ ) increasing with the decrease of $v$. As an example, the argument $\operatorname{Arg} L(k)$ is plotted in figure 5 for $\mu=0.5$ and $v=0.2$, where the dashed curves correspond to a small $\varepsilon=0.001$ (see relation (22)), whereas the solid lines correspond to the limit, $\varepsilon=+0$.

In connection with the calculation of the energy ratio, we note that the functions $\mathcal{Q}_{1}(k)$ and $\mathcal{Q}_{2}(k)$ have square-root type zeros, and these are the only points where the piecewise constant argument, $\operatorname{Arg} L(k)$, changes. In particular, when the function $P(k)$ (see (26)) varies in the interval $-1<P<1$, it appears that $\Re L(k) \equiv 0$ and $\operatorname{Arg} L(k)$ does not change. At the end points of this interval, $P=-1$ or $P=1$, one of the functions $\mathcal{Q}_{1,2}$ is equal to zero.

According to (22), as the increasing parameter $k$ crosses a zero point $k=k_{v}$, the argument of $L(k)$ takes a jump $\delta \operatorname{Arg}$ determined as follows:

$$
\begin{align*}
& \delta \operatorname{Arg}=\frac{\pi}{2} \quad\left(\mathcal{Q}_{1}=0, v>v_{g} \quad \text { or } \quad \mathcal{Q}_{2}=0, v<v_{g}\right) \\
& \delta \operatorname{Arg}=-\frac{\pi}{2} \quad\left(\mathcal{Q}_{1}=0, v<v_{g} \quad \text { or } \quad \mathcal{Q}_{2}=0, v>v_{g}\right) \tag{54}
\end{align*}
$$



Figure 5. The normalized argument $2 \pi^{-1} \operatorname{Arg} L(k)$ calculated for $\mu=0.5$ and $v=0.2$ with $\varepsilon=0.001$ (dashed line) and $\varepsilon=+0$ (solid line).
where $v_{g}=\mathrm{d} \omega / \mathrm{d} k$ is the group velocity corresponding to wavenumber $k_{v}$ of the considered (crossed) wave mode. In figures 6 and 8 , the dispersion relations corresponding to the equality $\mathcal{Q}_{1}=0$ are shown by dashed curves, whereas the solid curves correspond to the equality $\mathcal{Q}_{2}=0$. Thus, the rule (54) allows one to extract the argument distribution based on the dispersion diagram combined with the $k v$-rays.

Taking into account the fact that the argument is a piecewise-constant function of $k$ formed in accordance with the rule (54), the formula (52) can be represented in terms of the zeros of $\mathcal{Q}_{1}(k)$ and $\mathcal{Q}_{2}(k)$ as follows:

$$
\begin{equation*}
\mathcal{R}(v)=\left(\prod_{\nu} \frac{k_{1, v}^{-} k_{2, v}^{+}}{k_{1, v}^{+} k_{2, v}^{-}}\right)^{1 / 2}, \tag{55}
\end{equation*}
$$

where $k_{1(2), v}^{ \pm}$are zeros of $\mathcal{Q}_{1(2)}$, respectively; the superscripts ' + ' and ' - ' correspond to the inequalities $v>v_{g}$ and $v<v_{g}$, respectively. The product incorporates all the zeros corresponding to a given crack speed $v$.

Finally, the energy ratio becomes

$$
\begin{equation*}
\frac{G_{0}}{G}=\mathcal{R}^{2}(v)=\prod_{v} \frac{k_{1, v}^{-} k_{2, v}^{+}}{k_{1, v}^{+} k_{2, v}^{-}} . \tag{56}
\end{equation*}
$$

The diagrams (for the case of $\mu=0.5$ ) including the dispersion curves, intersecting with the rays $\omega=k v$ for certain fixed values of the crack speed $v$, as well as the corresponding diagrams for $\operatorname{Arg} L(k)$ are presented in figures 6(a) and 6(b), respectively. For the hypothetical supercritical crack speed $v=1.5$ it can be seen that $\operatorname{Arg} L(k)$ is nonzero beginning from $k=0$, and the integral in (52) does not exist. Physically this means that supercritical crack speeds,


Figure 6. (a) Dispersion diagrams together with the rays $\omega=k v$. (b) The corresponding normalized argument $2 \pi^{-1} \operatorname{Arg} L(k)$ for $\mu=0.5$. The rays numbers, $j=1,2, \ldots, 5$, on the dispersion diagram (a) are repeated on the argument diagrams (b). Here and in the following figures, the dashed dispersion curves correspond to zeros of $\mathcal{Q}_{1}(k)$, whereas the solid curves correspond to zeros of $\mathcal{Q}_{2}(k)$.
$v>1$, are forbidden. (The nonzero region of the argument moves to the origin, $k=0$, as the crack speed tends to the critical value from below, and the integral in (52) tends to minus infinity. Thus $\mathcal{R} \rightarrow 0$, which implies that the crack resistance tends to infinity.)

The results of calculations of the energy ratio, $\mathcal{R}^{2}(v)$, for a number of values of the lattice contrast $\mu$, are presented in figure 7. In figure 8, we also present the dispersion diagrams together with the rays $\omega=k v$ for $v=0.1,0.2,0.5$ and 0.9 .


Figure 7. The energy ratio as a function of the crack speed $v$ for different values of the lattice contrast parameter $\mu$.

### 4.5 Limiting case: $\mu \rightarrow \infty$

In the limit $\mu \rightarrow \infty$, the black masses in figure 1(a) become zero, and only white masses remain. The kernel function $L(k)$ takes the asymptotic form

$$
\begin{equation*}
L(k) \sim \frac{5-2 \cos (k)}{3-2 \cos (k)} \text { as } k \rightarrow \infty \tag{57}
\end{equation*}
$$

and it does not tend to 1 at infinity.
To be able to apply the standard factorization algorithm, we introduce the normalized kernel function

$$
\begin{equation*}
\mathcal{L}(k)=L(k) / l(k), \quad \text { where } \quad l(k)=\frac{5-2 \cos (k)}{3-2 \cos (k)}, \tag{58}
\end{equation*}
$$

and hence $\operatorname{Ind}(\mathcal{L})=0$ and $\mathcal{L}(k) \rightarrow 1$ as $k \rightarrow \pm \infty$.


Figure 8. Dispersion diagrams with the rays $\omega=k v, v=0.1,0.2,0.5$ and 0.9 , for different values of the lattice contrast, $\mu$.

Thus, factorizing in turn $\mathcal{L}(k)$ and $l(k)$ we obtain the required factorization of the kernel function $L(k)$. For the factorization in the form $\mathcal{L}=\mathcal{L}_{+} \mathcal{L}_{-}$, we can use the regular Cauchytype integral. At the same time, the $2 \pi$-periodic function $l(k)$ can be factorized using the periodic version of the Cauchy-type integral

$$
\begin{align*}
& l_{+}(k)=\exp \left[\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\ln l(\xi)}{1-\exp (-\mathrm{i}(\xi-k))} \mathrm{d} \xi\right] \quad(\Im k>0), \\
& l_{-}(k)=\exp \left[\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\ln l(\xi) \exp (\mathrm{i}(\xi-k))}{1-\exp (\mathrm{i}(\xi-k))} \mathrm{d} \xi\right] \quad(\Im k<0) . \tag{59}
\end{align*}
$$

The local energy release rate equal to the bond critical strain energy is

$$
\begin{equation*}
G_{0}=\sigma(+0) u(+0)=2 \lim _{s \rightarrow \infty}\left(s^{2}\right) u_{+}(\mathrm{i} s)^{2}=\frac{2 C^{2}}{\mathcal{L}_{+}^{2}(\mathrm{i} \infty) l_{+}^{2}(\mathrm{i} \infty)}=2 C^{2} \alpha^{2} \tag{60}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=\frac{1}{l_{+}(\mathrm{i} \infty)}=\exp \left[-\frac{1}{\pi} \int_{0}^{\pi} \ln l(k) \mathrm{d} k\right]=\frac{3+\sqrt{5}}{5+\sqrt{21}} \quad\left[\mathcal{L}_{+}(\mathrm{i} \infty)=1\right] \tag{61}
\end{equation*}
$$

The global energy release rate relation (53) takes the form

$$
\begin{equation*}
G=\lim _{\varepsilon \rightarrow+0} \frac{2 C^{2} \mathcal{L}_{-}(-\mathrm{i} \varepsilon) l_{-}(-\mathrm{i} \varepsilon)}{\mathcal{L}_{+}(\mathrm{i} \varepsilon) l_{+}(\mathrm{i} \varepsilon)} \tag{62}
\end{equation*}
$$

The use of the regular Cauchy-type integral leads to the following relation

$$
\begin{equation*}
\frac{\mathcal{L}_{-}(-\mathrm{i} 0)}{\mathcal{L}_{+}(\mathrm{i} 0)}=\mathcal{R}_{\mathcal{L}}^{-2}=\exp \left[-\frac{2}{\pi} \int_{0}^{\infty} \frac{\operatorname{Arg} \mathcal{L}(k)}{k} \mathrm{~d} k\right] \tag{63}
\end{equation*}
$$

For $k \rightarrow 0$, each of the integrals in (59) can be represented as a sum of a half-residue at $\xi=0$ and the principal value integral. Taking into account the symmetry, $l(-k)=l(k)$, we derive

$$
\begin{equation*}
\frac{l_{-}(-\mathrm{i} 0)}{l_{+}(\mathrm{i} 0)}=\exp \left[-\frac{1}{\pi} \int_{0}^{\pi} \ln l(k) d k\right]=\alpha \tag{64}
\end{equation*}
$$

Thus

$$
\begin{equation*}
G=\lim _{\varepsilon \rightarrow+0} \frac{2 C^{2} L_{-}(-\mathrm{i} \varepsilon)}{L_{+}(\mathrm{i} \varepsilon)}=\frac{2 C^{2} \alpha}{\mathcal{R}_{\mathcal{L}}^{2}(v)} \tag{65}
\end{equation*}
$$

and the energy ratio is equal to

$$
\begin{equation*}
\frac{G_{0}}{G}=\alpha \mathcal{R}_{\mathcal{L}}^{2} . \tag{66}
\end{equation*}
$$

Note that $\operatorname{Arg} \mathcal{L}=\operatorname{Arg} L$ and hence $\mathcal{R}_{\mathcal{L}}=\mathcal{R}$. The lattice structure and the energy ratio for this limiting case are presented in figures $9($ a) and 9 (b), respectively.
(a)

(b)


Figure 9. The limiting lattice structure, $\mu=\infty$, with one mass in the three-nod cell: (a) The lattice structure; (b) The energy ratio versus $v$.


Figure 10. The orthotropic lattice: (a) The lattice structure, (b) The energy ratio versus $v$.

### 4.6 Orthotropic lattice

The above technique can be applied to a various lattice structures. The only essential condition is the uniformity in the crack propagation direction. Consider, for example, a lattice with an arbitrary stiffness, $v$, of the 'vertical' bonds (see figure 10(a)). For simplicity the uniform mass distribution is assumed. The equation for the intact lattice is

$$
\begin{equation*}
\ddot{u}_{m, n}=u_{m-1, n}+u_{m+1, n}+v\left(u_{m, n-1}+u_{m, n+1}\right)-2(1+v) u_{m, n} \tag{67}
\end{equation*}
$$

with the dispersion relation

$$
\begin{equation*}
\omega^{2}=2(1+v)-2 \cos k_{x}-2 v \cos k_{y} . \tag{68}
\end{equation*}
$$

For long waves

$$
\begin{equation*}
\omega^{2} \sim k_{x}^{2}+\nu k_{y}^{2} . \tag{69}
\end{equation*}
$$

In terms of the Fourier transform on $\eta$, we get

$$
\begin{equation*}
u_{n}^{F}=u_{0}^{F} \lambda^{n} \tag{70}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda=P_{o}-\sqrt{P_{o}^{2}-1}, \quad P_{o}=\left[1+v+(0+\mathrm{i} k v)^{2} / 2-\cos k\right] / v . \tag{71}
\end{equation*}
$$

For the lattice with the crack the equation for $n=0$ is

$$
\begin{equation*}
\ddot{u}_{m, 0}=u_{m-1,0}+u_{m+1,0}+v\left(u_{m, 1}-u_{m, 0}\right)-2(1+v) u_{m, 0}+2 v u_{m, 0} H(-\eta) . \tag{72}
\end{equation*}
$$

From this we find the Wiener-Hopf type equation (44) with

$$
\begin{equation*}
L(k)=\frac{2+3 v+(0+\mathrm{i} k v)^{2}-2 \cos k-v \lambda}{2+v+(0+\mathrm{i} k v)^{2}-2 \cos k-v \lambda} . \tag{73}
\end{equation*}
$$

The energy ratio is defined by equations (56) and (52) with the above expression used for $L(k)$. For $v=1 / 3$ it is presented as a function of the crack speed in figure $10(\mathrm{~b})$.

## 5. Discussion

We have constructed the analytical solution for the dynamic fracture problem in an inhomogeneous lattice. The explicit connection between the crack resistance and the dispersion properties of the periodic lattice has been established and the total energy dissipation rate caused by waves excited in the lattice by the propagating crack has been determined. These waves correspond to those crack-speed-dependent regions of the $k$-axis (as the wavenumber axis) where $\lambda= \pm 1$ and where $\lambda$ is complex (in this latter case, $|\lambda|=1$ as well), that is, where $P^{2} \leq 1$ [see (26)].

An interesting phenomenon revealed in this paper is a considerable energy ratio drop-down which arises in the energy ratio diagram for a certain region of the lattice contrast, $\mu$ (see figure 7). It mainly arises when $\mu>1$, and the corresponding region on the $v$-axis moves to the right as $\mu$ increases (see the diagrams in figure 7 for $\mu=2,5,10,20$ ). With the further increase of $\mu$, this drop-down approaches the critical crack speed where the energy ratio equals zero. The case $\mu=10$ is presented in figure 11 ; also see figure 7 . It is demonstrated in figure 11 that the energy ratio drop-down arises due to the highly increased region of the nonzero $\operatorname{Arg} L(k)$ (see figure 11(c)) corresponding to the higher-order branches of the dispersion relation (figure $11(\mathrm{~b})$ ), that is, it corresponds to the increased dissipation caused by the higher-order-branch oscillations of the lattice particles.


Figure 11. (a) The energy ratio for $\mu=10$. The characteristic crack speeds, $v_{1}<v_{2}<v_{3}<v_{4}$, for the energy ratio drop-down are marked by dotted vertical lines. (b) The corresponding dispersion curves together with the rays $\omega=k v_{j}, j=1,2,3,4$, (c) The normalized argument $2 \pi^{-1} \operatorname{Arg} L(k)$ for the characteristic speeds.


Figure 12. Comparison of the energy ratio for the limiting case ( $\mu=\infty$, solid curves) and the pre-limiting case ( $\mu=100$ and $\mu=1000$, dotted curves).

It is worth mentioning that for any small 'black' masses the higher-order branches exist with $\omega \rightarrow \infty$ as $\mu \rightarrow \infty$. For any finite $\mu$ the function $L(k) \rightarrow 1$ as $k \rightarrow \pm \infty$, and the higherorder oscillation modes still give a finite contribution to the dissipation. In the limiting case, $\mu=\infty$, there are no such branches; however, their contribution to the dissipation remains; it is reflected by the multiplier $\alpha$ in formula (66). This multiplier arises due to the adjustment in the factorization required for the case of a different asymptotic behavior of the WienerHopf equation kernel $L(k)$ for $k \rightarrow \pm \infty$ when the 'black' masses disappear. We demonstrate in figure 12 how the results, corresponding to a finite $\mu$, approach the limiting case as $\mu$ increases.

The energy ratio drop-down region corresponds to a highly increased dissipation, and hence to a strong increase of the crack resistance. Thus the above-mentioned increase in the lattice contrast $\mu$ creates an energy barrier against further increase of the crack speed. According to the results presented in figures 7 and 11 for the case of a crack in the inhomogeneous lattice with $2<\mu<10$, there exists a stability interval for sufficiently low crack speeds. We note that such an interval does not exist for a crack in a uniform lattice, as first noted in [18].
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