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Abstract—The problem we address is how to communicate se- has aset-top terminal(STT) which receives the encrypted
curely with a set of users (the target set) over an insecure broadcast proadcast and decrypts the message, if the user is entitled to it.
channel. This problem occurs in two application domains: satel- For this purpose the STT securely stores the user's secret keys,

lite/cable pay TV and the Internet MBone. In these systems, the hich fer t tablish tk B f extensi
parameters of major concern are the number of key transmissions which We TEIerto as establiiSNnent KEys. BECAUSE Of EXIENSIVE

and the number of keys held by each receiver. In the Internet do- Piracy [19], the STTs need to contain a secure chip which
main, previous schemes suggest building a separate key tree forincludes secure memory for key storage. This memory should
each multicast program, thus incurring a setup cost of at least pe nonvolatile and tamper-resistant, so the pirates will find it
k log k per program for target sets of sizek. In the pay-TV do-  gitfiey It to read its contents. As a result of these requirements,

main, a single key structure is used for all programs, but known STTs h v limited tvoically in th
theoretical bounds show that either very long transmissions are S have severely fimited seclre memaory, typicaly in the

required, or that each receiver needs to keep prohibitively many range of a few kilobytes.

keys. Earlier work on broadcast encryption (cf. [8]) was motivated
Our approach is targeted at both domains. Our schemes main- py the need to transmit the key for the next billing period or the

tain a single key structure that requires each receiver to keep only key for the next pay-per-view event, in-band with the broadcast,

a logarithmic number of establishment keys for its entire lifetime. . STT v had unidirecti | icati bili
At the same time our schemes admit low numbers of transmissions. S'"NC€ S only had unidirectional communications capabili-

In order to achieve these goals, and to break away from the theo- ties. The implicit assumption was that users sign up for various
retical bounds, we allow a controlled number of users outside the services using a separate channel, such as by calling the service
target set to occasionally receive the multicast. This relaxation is provider over the phone. In such applications it is reasonable to
appropriate for many scenarios in which the encryption is used 1o 555;me that the target set is almost all the population, and there

force consumers to pay for a service, rather than to withhold sen- | I b f luded M it i
sitive information. For this purpose, we introduce f-redundantes- are only smail number of excluded users. vioreover, 1t IS cru-

tablishment key allocations, which guarantee that the total number  Cial that users outside the target set are not able to decrypt the
of recipients is no more thanf times the number of intended recip- message since it has a high monetary value, e.g., the cost of a
ients. We measure the performance of such schemes by the numbermonth’s subscription.

of key transmissions they require, by their redundancyf, and by However, current STTs typically follow designs such as [4]

the probability that a user outside the target set (a free-rider) will . . . L .
be able to decrypt the multicast. We prove a new lower bound which allow bidirectional communication, where the uplink

present several new establishment key allocations, and evaluateUS€S an internal modem and a phone line, or a cable modem.

our schemes’ performance by extensive simulation. These new STTs upload the users’ requests and download
next month’s keys via a callback mechanism, and not through
|. INTRODUCTION the broadcast channel. This technological trend would seem

to invalidate the necessity for broadcast encryption schemes

HE IIZ_)Ol:_/IAIN V\f cortls |dter|n th'.s paper 'Stg"’}: Okf) broadcatséompletely. We argue that this is not the case—there are other
Th app 'C? Ions w ere_d © ransrglssggs n;,\(ej_ _? |E+‘\e/ncr¥vl?, Sgplications where broadcast encryption is necessary, such
€ examples We consider are a broadband digita newa multicasting electronic coupons, promotional material,

[18], broadgasting either vialsatellite or via cable, and Interngf |\ o pay-per-view events. Such applications need to
secure multicast [25], e.g., via the MBone [6]. multicast short-lived low-value messages that are not worth

|r|1t_the ::ontext oba;y(‘jrv, theheatg—end)ccasg)naéllyfneeds toaﬂﬁe overhead of communicating with each user individually. In
muiticast an encrypted message 1o Some SUbset of Users (c [?(91 applications, though, the requirements from the solution
the target set) using the broadcast channel. Each network %%rslightly different. On the one hand, it is no longer crucial

that only users in the target set receive the message, as long as
Manuscript received August 20, 1999; revised April 5, 2000; approved lifne number of free-riders is controlled. On the other hand, it is
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issues faced by the pay-TV industry. High-value transmissiom®rk is based on a hierarchical tree structure. At higher layers,
would need to be encrypted, and only paying customers shogldup servers communicate with each other using secure mul-
have the decryption keys. ticast. At lower layers, secure communication is exchanged be-
In the past years, several suggestions for Internet multichseen group members. Special servers are needed to handle the
key-management architectures were proposed [21], [26], [2§}in/leave operation in each level.
These proposals do not specify whether the decryption keys ar&\ong et al. [26] were the first to suggestkey management
to be held in a tamper-resistant hardware module or in the ssheme for secure multicast in the Internet. Their work influ-
ceiving hosts’ insecure memory. We speculate that if Internetced the network working group of the IETF in the form of a re-
multicasts are to carry information with significant monetargent RFC [25]. Their solution is based on a hierarchy of keys that
value, then the service providers will encounter piracy. And built with the group of currently paying customers. The cus-
in the Internet, the service providers lose the main advantageners of each service (a movie channel, a stock quote service,
they have over the pirates in the pay-TV industry: the piratasnews bulletin) are the leaves of a balanced tree, where each
have access to a high-bandwidth cheap worldwide distributionde of the tree corresponds to a group key; the group members
channel—the same Internet that the service providers use (aezthe descendents of that node. This solution achieves a loga-
[14] for a discussion of these issues). For this reason, we argilbemic cost for join/leave operations. However, the tree is built
that successful Internet pay-multicast services would probalggr program (or per group), and as such incurs a high overhead
require users to keep keys in a secure STT-like device. But mhen many different programs are multicast.
gardless of how Internet multicast keys are to be stored, it is
certainly desirable to keep their number low. B. Contributions
For the rest of this paper, we use the teeneiverfor both  Qur starting point is the observation that the requirement “no
pay-TV STTs and Internet-multicast key stores (implementg@ers outside the target set can decrypt the message” is too strict

either in a secure module or in the host memory). for many applications. For instance, for the purposes of multi-
casting electronic coupons, it may be enough to guarantee that
A. Related Work the recipient set contains the target set, and that the total number

Fiat and Naor [8] were first to introduce broadcast encryptiasf recipients is no more thafi times the size of the target set.
(in the context of pay-TV). They suggested methods of securébgrvice providers can afford a small potential increase in the
broadcasting key information such that only a selected setrafmber of redeemed coupons, as long as this simplifies their op-
users can decrypt this information while coalitions of uptto erations and lowers their cost. We call establishment key alloca-
other users can learn nothing, either in the information-theoretion schemes that provide such guarantegsédundant broad-
sense, or under a computational security model. Their schentsst encryption schemes.” Relaxing the requirements in this way
though, required impractical numbers of keys to be stored in thlbows us to depart from the lower bounds of [17].
receivers. Extensions to this basic work can be found in [1], [2], On the other hand, we have a more ambitious goal when it
[24]. comes to possible target sets. Unlike earlier work, we require

Recently Luby and Staddon [17] studied the trade-off beur schemes to be able to multicastaiay target set, not just
tween the transmission length and the number of keys stotbdse target sets of very small or very large cardinality.
in the receivers. They assumed a security model in which en-We concentrate on schemes which store only a small number
cryptions cannot be broken, i.e., only users that have a corretkeys in each receiver. For systems with several million users,
key can decrypt the message. We adopt the same security matled reasonable to require the maximum number of keys per user
Their work still addressed fixed-size target sets, which are ds-beO(log n), wheren is the total number of users, or at most
sumed to be either very large or very small, and no user outsidén®), where, saye < 1/4.
the target set is allowed to be able to decrypt the message. Aubject to these constraints, we are interested in several mea-
main part of their work is a disillusioning lower bound, showingures of the quality of an establishment key allocation. The first
that either the transmission will be very long or a prohibitives the number of transmissiomswe can always attain our re-
number of keys needs to be stored in the receivers. quirements trivially if we assign each receiver a unique key,

A related line of work goes under the title of “Tracingbut then we suffer a very high number of transmissions. The
traitors.” [3], [22] The goal is to identify some of the usersecond parameter, which we cafiportunity is the proportion
that leak their keys, once a cloned receiver is found. This @ free-riders in the population outside the target set. The op-
achieved by controlling which keys are stored in each receivegrtunity measures the incentive a customer has to avoid paying
in a way that the combination of keys in a cloned receivgin cheap pay-per-view type services). If the opportunity is very
would necessarily point to at least one traitor. high, close to 1, there is no incentive for customers to pay, as

Key management schemes for encrypted broadcast netwotkey can almost surely get a free ride.
which give the vendor the flexibility to offer program packages After discussing the basic trade-offs associated with the
of various sizes to the users, can be found in [27]. The problgoblem, we present some simple examples that show the
of tracking the location of receivers in order to prevent cugroblem difficulty. We then prove a new lower bound on the
tomers from moving a receiver from, e.g., a home to a bar, timdeoff between the transmission length and the number of
addressed in [9]. keys stored per receiver, a lower bound that incorporates the

The lolus project [21] was the first serious attempt to prof-redundancy of our establishment key allocations. We show
pose a framework for secure Internet multicast. The lolus frantlat the f-redundancy gives us a substantial gain: for the same
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number of transmissiorisve can hope for onlgxp (2(n/tf)) Suppose the head-end needs to send a megstwall the
keys per receiver, whereas the bound of [1 & (Q2(n/1)). members of a target sé&f. Given any key covef (K), the head

We then present several establishment key allocation camd encrypts using the establishment kegiscorresponding to
structions and an approximation algorithm that finds a key coviite setsS; € C(K), and broadcasts each encryption separately.
with minimal number of transmissions, for any given target set
of users. Since this problem is similar to the minimum set cover Definition 2.3: We denote the best possible number of
problem, that is known to be NP-hard, we cannot expect to fiidnsmissions that the head-end can use for a targefSély
an optimal solution efficiently. Instead, we use a greedy approx: = |Cinin(£)|. Thus the worst case number of transmissions
imation algorithm to find good key covers. We conducted an eis t,,,,x(S) = maxg tx.
tensive simulation study of the problem, from which we presentIn order to define the redundancy and opportunity measures
only the interesting results. we need the following technical definition.

Finally, we discuss the practical aspects of using our schemeDefinition 2.4: We denote the set of recipients of a given key
for key management of secure multicast on the Internet. WeverC(K) by Ro(K) = U{S; € C(K)} and the total number
propose a single key-management structure for all the servioésecipients by¢(K) = |Rc(K)|.
in a given infrastructure (e.g., one key structure for the entire By the definition of a key cove€ (K'), every member of the
MBone [6]). The cost of building this key management strudarget sef has at least one of the keys used to encrypiow-
ture is logarithmic in the size of the total user population, but @ver, other receivers outsidé usually exist, which are also ca-
is now usable for all the services provided on this infrastructuneable of decrypting the message. All our establishment key al-
making it much cheaper than the “separate tree per group” ploeations are constructed with a worst-case guarantee that there
posed by [26], [25]. We discuss how to build and maintain o@re never too many of these free-riders. Formally
structure incrementally, as users are added or dropped from th®efinition 2.5: An establishment key allocatidnis said to
MBone. We also discuss the practical issues of how to mandggef-redundanif
the key transmissions in a dynamic environment, where paying
users join and leave a specific program while it is in progress. re(K) <
We show that such a dynamic environment further encourages ko~

users to pay. :
Organization: In the next section we formally define thefor ever_th € U with |‘fK| d_ kd is tetual redund
problem and the various parameters we are interested in. | »varlant measure ofredundancy 1S Beualregun ancy”_a,_
ich is the ratio between the nonpaying and paying recipients.

Section Il we show some simple solutions. In Section IV w, int ted in th define it
prove our new lower bound on the trade-off between the num p are interested in the average cgseso we define it as a
ction of the target sek’. Formally

of keys per user, the redundancy factor, and the transmissiAC N ¢ ) . _
length. In Section V we discuss how to find which keys to use E:)ef'(;"t'on 2'6'_F0f aft;\rgetksefi with | K| = k theactual
given an establishment key allocation. In Section VI we sholyZunadancys fa = (re(K) — B)/(k).

our schemes and the results of their performance evaluation. IALS guir?ntees ?wor;st-c?(se redundancy fagtdhen0 <
Section VII we discuss how to adapt our schemes to dynamit — f = Lfor any target sex.. .
inally, we define the opportunity as the proportion of non-

Internet environments, and evaluate their performance in such . . . ; .
environments. We conclude in Section VIII. paying recipients (free-riders) in the nonpaying populatipg (

n < 1). The opportunity measures the incentive a customer
has to avoid paying (e.g., in cheap pay-per-view type services).
Again, this is a function of the target sA&t.

Letl{ be the set of all the receivers (i.e., receivers connectedDefinition 2.7: For a target seK with |K| = k the oppor-
to a head-end), witfi/| = n. We useK to denote théargetset tunityisn = (rc(K) — k)/(n — k).
i.e., the set of paying customers, and denote its siz&lhy= k.

We describe the allocation of the establishment keys by a col- . SIMPLE EXAMPLES
lectionS = {51, S, ...} of key setsuch thatus; = U. We
associate a unique establishment kewith each sef; € S. A
key ¢; is stored in the secure memory of every receiver S;.
Hence the number of keys a receivere U stores is equal to
the number of setS§; € & it belongs to. Formally

Definition 2.1: LetS be an establishment key allocation. The
degreeof a receivery is deg(u) = |{é:.5; 2 u}|. The degree of
a collectionsS is deg(S) = max,,cy deg(u).

Definition 2.2: Given a target sek’, a key coverof K is a
collection of setsS; € S whose union containk’.

Il. DEFINITIONS AND MODEL

To demonstrate our definitions and the trade-offs associated
with the problem let us examine some simple solutions for the
problem (which are similar to those in [26]). See Table | for a
summary of the examples.

Example 3.1: The “always broadcast” solutio&: = {{f}.

Both the degreeicg(S) and the number of transmissions

tmax(S) required to distribute the message are optimal and

equal to 1 in this case. However, the redundancy is n in

the worst case and the opportunityis always 1. The last two

parameters are very bad since the system gives no incentive
C(K) C S suchthatk' C Us,ecc(x)Si- for a customer to pay for a program; a single paying customer

enables the entire population to get a free ride.
Theminimal key coveris Cp,;, = C(K) for which |C(K)| is
minimal 1This method was called ther protocol in [17].
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TABLE | extended to any arbitrary collection of target sets, of cardinality
SUMMARY OF SOME SIMPLE EXAMPLES. BOLD NUMERALS INDICATE AN

OPTIMAL PARAMETER. d or larger'
S deg(S) | tmax(S) f 7 B. The Bound
. {us : 1 . (1] Theorem 4.6: Le§ be anf-redundant establishment key al-
{ },-2-u~,{n}} gt '11 1 o location over a univers&/ of sizen, for which#,,,.(S) = t.
Then
N1/t
Example 3.2: The “key per user” solutionS = deg(S)> max L kf —1)/tn—k) .
{1}, {2}, ..., {n}}. Tack<n/f \ T | \E k

Here the degredeg(S) = 1 is optimal, and so are the redun-
dancyf = 1, and the opportunityy = 0. However, the number
of transmissions is a very poéy,.(S) = n.

Example 3.3: The “all possible sets” solutio&: = 24.

The degree here is an impractical(S) = 2", however,

Proof: For a target sei of size|K| = k, let R(K) be
the minimal possible recipient set f&f (or one such set if many
minimal recipient sets exist). Consider the collection of minimal
recipient sets

all the other parameters are optimgl...(S) =1, f = 1, and D = {R(K):|K]| = k.
n = 0. This is because every possible targeti/settias its own ) ’
designated key. Note that coverings f-redundantly, using thé < ¢ key sets
that define R(K), is precisely equivalent to covering(K)
IV. THE LOWER BOUND strictly with (the same}’ key sets. Therefore we see tlais
A. Tools an establishment key allocation which is strict f@r and can

transmit to anyR(K) € D using at most transmissions. Note

Before presentir!g our lower bounq on the degrge of &g that, trivially,|R(k)| > & for any|K| = k. Thus we can
f-redundant establishment key allocation, we need to mtrod%gmy Theorem 4.5 to obtain

some definitions and results which we use in the proof.

We start withcovering designsvhich are a class of combina- |D|/¢
torial block designs. A succinct description of covering designs deg(S) = <T - 1) [(n— k). @)
can be found in [5, Ch. IV.8]. A more detailed survey is [20].

Definition 4.1: Ak — (n, d) covering desigtis a collection By definition |R(K)| < kf for all K, however, some sets

of d-sets(blocks)D = {Dx, ..., D;} over a universe oy R(K) € D may have fewer thahf elements. Define a modi-
elements, such that evekyset of elements is contained in affied collectionD’ in which eachiz(K) € D is replaced by some
least one block superseti(K) 2 R(K) with |R| = kf. Note thatD'| < |D|
Definition 4.2: Thecovering numbe€(n, d, k) is the min- SINCER(K1) = F(K) is possible whem?(Ky) # R(Ks).
imum number of blocks in arly— (n, d) covering design. But nowD’ is ak — (n, kf) covering design. Thus we can
Theorem 4.3 (Schénheim BoundR3] C(n.d, k) > lower-bound its size by the Schénheim bound, Theorem 4.3, to
L(n, d, k), where obtain

wan-[it @ memsens /(). o

We also rely on the following result of Luby and Staddonplugglng (2) into (1) and maximizing the expression over the

hich add estrict broadcast " tocol ¢hoice ofk yields our result. 1
which addressesirict broadcast encryption protocols. Using standard estimations of binomial coefficients, and
Definition 4.4: An establishment key allocati¢his called

. : ) ) maximizing overk, we can obtain the following asymptotic
strict for a collection of target set® if the sets inD can be 9 g asymp

; estimate.
;:)overed without redundancy. Formalle(D) = Dforall I € Corollary 4.7: LetS be an f-redundant establishment key

: . llocati i f sizen, for which#,,,,x(S) = ¢.
Theorem 4.5:[17] LetD = {Dq, ---, D;} be a collection allocation over a univers&f of sizen, for whic (S)

: Thendeg(S) > exp (Qn/tf)). |
of target sets, withD;| > d for all D, € D. Then any estab- . )
lishment key allocatio which is strict forD, and which can We therefore see that theredundancy gives us a substan

transmit to anyD; € D using at most transmissions, must tial gain in t.he dggree: the bound of [17] for strict establishment
have ’ ’ key allocations isleg(S) = exp (€(n/t)). In other words, if
we allow a redundancy factor gfwe can hope to use only an
1/t fth root of the number of keys required per receiver in a strict
deg(S) = <T - 1) /(n—d) . establishment key allocation for the same number of transmis-
sions.

Remark: The precise statement we use here is a generalizaTheorem 4.6 and Corollary 4.7 give a lower bound on the
tion of [17, Th. 12]. In their original formulation the target setsequired number of keys a receiver needs to store. As we said
D, all have a cardinality of exactly, and the collectiorD con- before, thisis typically a small fixed value which we can reason-
sists of all(’; ) possibled-sets. However, their proof can be easilyably model bylog, » or n¢. Thus we are more interested in the
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Lower bound, n=1024 —e— Input: Target set K y
establishment key allocation S = {S1,...,Sm}.

.Re®; C+«0

. Repeat

A {S;: RT(% <fh

A + S; € A which maximizes |(K N S;)\ R
R+ RUA; C+ CU{A}.

. until the candidate collection A is empty.
return R, C.

oD O

Number of transmissions {t)

Fig. 2. Algorithm f-Cover

0 200 4°°Targetse(slze(§<;° 800 1000 _Ou_tput: A sub-collectionC,,;,(K) C S with minimal car-
dinality |Cpin(K)| such thatKk C U{S; € Cn(K)} and
Fig. 1. The lower bound for the number of transmissionsé a function of | U {S; € Coin(K)}|/| K| < f.
the target set size, withn = 1024, f = 2, anddeg(S) = log, n. This is a variation of the Set Cover problem [10], and thus
an NP-hard optimization problem. We omit the formal reduc-

inverse lower bound, on the number of transmisstoAsymp- tion proving this. Moreover, it is known that no approximation
totically we can obtain the following bound. algorithm exists for Set Cover with a worst-case approximation

Corollary 4.8: LetS be an f-redundant establishment key'tic better thain » (unless NP has slightly super-polynomial

allocation over a universg of sizen. Then time algorithms) [7]. .
On the positive side, the Set Cover problem admits a greedy

" algorithm, which achieves the best possible approximation ratio
Q <#> , whendeg(S) = O(log n), ofln n [13], [16]. Moreover, the greedy algorithm is extremely
flog logn effective in practice, usually finding covers much closer to the
n oy p optimum than its approximation ratio guarantees [11]. For this
whendeg(S) = O .
<f10gn) ’ ee(S) (%) reason, our general algorithfaCoverfor choosing a key cover

) . is an adaptation of the greedy algorithm. See Fig. 2 for the de-
The asymptotic bound of Corollary 4.8 hides the constanigjs.

and inverting Theorem 4.6 gives a rather unwieldy expressionTheorem 5.1: If{{1}, ..., {n}} C S then algorithmy-
for the lower bognd orn. Therefore, we choose to invert TheCover returns anf-redundant key cover gt for any target set
orem 4.6 numerically and to plot the result, as a function of thg

target set sizé, in Fig. 1. As we shall see in the sequel, the  proof: The setk maintains the current cover in the algo-
highest point on this curvef (= 19 for n = 1024) is signif-  rithm. In every iteration, when a sét is added to the cover,
icantly lower than our best constructions, which suffer from B;\R| new users are covered, af{d{ N S;)\R| of them are

tmax(s) Z

worst case 0Ot (S) = 3n/8 = 384 whenn = 1024. target set members that were not included in the cover before.
Note that we only add a sét if (|S;\R|)/(J(KNSH\R]) < f
V. FINDING A Goob KEY COVER and that the set&S;\ R) are disjoint for theS;’s chosen in dif-

ferent iterations. From these observations it is easy to prove that
éf—redundancy is kept throughout the algorithm execution,

and in particular, when the algorithm terminates. ]
Remark:

1) The candidate set needs to be recalculated in each itera-

tion, since a noncandidate sgtmay become a candidate

(or vice versa) after some oth#y is added to the cover.

2) It is easy to see that the time complexity of algorithm
f-Coveris O(m?) wherem is the number of sets if.

3) In practice the computation time on a 433-MHz Intel

An f-redundant establishment key allocation guarantees t
an f-redundant cover exists for every target Betin particular,
singleton target set& = {u} need to be addressed. This,
must include enough sets with |.S;| < f so that every user is
contained in one of them. For simplicity, we shall assume that
S contains the singletons themselves as sets, i.e., every receiver
is assumed to hold one key that is unique to it.

Once we decide upon a particulgredundant establishment
key allocationS, we still need to show an efficient algorithm
to find an f-redundant key cove?( K) for every target sef.
Among all possiblef-redundant key covers that allows, we Celeron processor was betwee_n 1 ms and 17 mifer
would like to pick the best one. By “best” we mean here acover ~ 1024, 2048, and 4096, and various values.of
that minimizes the number of transmissigndrying to mini- In order to make the algorithm even more efficient, we do not
mize the actual redundangy, would lead to trivialities: since US€ it in its most general form. Instead, we split the establish-
we assumed tha$ contains all the singletons we can a|Wayg1ent key allocatiorss into levels each containing sets of the

achieve the optimaf, = 0. Thus, for every target set, we Same ;size. Formally, we breakintoé; = 5[1 US?U..., such

Input: A collection of setsS = {51, ..., S} and atarget  2pet 12 contains a good discussion of approximation algorithms and in
setX. particular a chapter on Set Cover.
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250 T T T
threshold at sets of size 2 —&—

performed in phases, where only sets belonging to I§¢elre threshold at ses ofstze 2'+—a—
considered in the candidate sétduring in phasé’. The algo- hreshod e sot of iz 16 —e—i
. . .. threshold at sets of size 32 +—a—i

rithm starts at the highest level, the one containing of the large a0} 1
sets inS. When.4 is empty at a certain level, the cover so far,

R, and the covering set§, are fed to the execution phase of theg
algorithm in the next (lower) level. '

IS
g

VI. PRACTICAL SOLUTIONS

Number of transmi

A. Overview

Our basic goal is to construct ghredundant establishment
key allocation, namely to construct &rthat will satisfy the fol-
lowing requirements: 1) the number of establishment keys p R v o et ST R
user (degree) is low; and 2R¢(K)|/| K| < f for every target Target set size
setKX C U. Given such an establishment key allocation, we
evaluate its performance with respect to the number of transnig. 3.  Effect of the <" thresholdT" on the number of transmissions,(for
sionst, the actual redundancf,, and the opportunity, using 2 ree withn = 1024.
computer simulations.

We are interested in “average” performance, but since per-The average behavior of the basic tree is substantially better
formance depends heavily on the target set dizeje use it as than the worst case. Fig. 3 shows the average number of trans-
a parameter in the simulations. Each data point for a target gfisions on several variants of a tree for a population ef
sizek in the graphs represents the mean of the relevant measu(®4 users. We see from the “threshold at sets of size 2” curve
averaged over samples of:-sets chosen uniformly at randomin the figure that the peak of the average 164, which is 36%

We show the 95% confidence intervafer each data point, un- |ess than the worst case of 256. We explain this threshold and
less the graphical height of the confidence intervals is very cloggcuss the different variants of the tree in Section VI-B-2.

to the size of the symbols depicted on the curves. We typicallywe conducted the same tests for larger populations and no-
user = 25 samples per data point. ticed that the qualitative behavior does not change significantly,

Unless stated otherwise, we assume that the redundancihisgs we omit the details. Here we focus on simulations of small
f = 2. We also conducted experiments with other valueg of populations for another reason. We shall see in Section VI-D

but they showed qualitatively similar results. that we can capitalize on the detailed understanding of small
populations when we discuss partitioning large populations. Our
B. The Tree Scheme results show that breaking a large population into small sub-

1) Description of the SchemeA simple multilevel estab- 9roups and splving the problem independently for each sub-
lishment key allocation is a balanced tree, that is built by r@fOUP results in a good performance trade-off.
cursively partitioning the sets of a high level into equally sized 2) “<"or * <?". A subtle issue in the execution of algo-
disjoint sets in the next level. Sets that form a partition of a singihm f-Coveris whether the inequality in step 2 is strietYor
set, one level above them, are considered children of this sePff (). Assume thay = 2 and that the collectios is a full bi-
the tree. The number of keys each receiver holds in this scheR@gY tree. Ifaset of siz€; with |.5;] = 2is tested using nonstrict
is only 1 + log, n, wherea is the arity of the tree. In the sequelin€quality, and only one member 6f is in the target sef(,
we always assume a binary tree< 2). thens; is selgcted asa _candlda_te apd may be part of the cover.
An important advantage of a tree scheme (besides its siffeWever, using a strict |nequa!|t3_/ gives a better choice, wh|gh
plicity) is that the greedy algorithm of Fig. 2 can easily be madg t0 select the singleton containing tha}t user, thereby reducing
to run in time linear in the size of the cover set, rather than e actual redundancy without increasing the number of trans-
the total number of sets in the collection. The idea is to stdRiSSions. On the other hand, using strict inequality for larger
at the root of the tree (the sif) and then traverse it either in ase_t_sizes tends to in_crease the nqmber of transmissions. So, in-
depth-first search (DFS) or in a breadth-first search (BFS) orditively, we would like to use X" in the lowest levels of the
Whenever arf-redundant set is found, select it and ignore thi&€€, and useX” for sets of sizel” or larger, for an appropriate
subtree under it. threshold?’. Figs.3, 4 and 5 compare the performance of a tree
The problem with the tree scheme is its worst-case behavigfheme when the threshold is varied. Note thaf'the 2 curve,
Consider the case whefe= 2 and the collection is a full binary Which we commented on before, represents usiag évery-
tree. If the target set comprisés= n/4 users such that no two where.
of them belong to a common set of size 4 or less, then we arelhe most striking graph is that of the actual redundancy
forced to use = n /4 transmissions. Itis easy to see that this if~g. 4). We see that when we use strict inequality in the level of
the worst possible configuration. the tree corresponding to sets of size 2 (i.e., tiethreshold is
T = 4) the actual redundancj, drops dramatically for target

_ , , _set sizes below /2. At the same time, the number of transmis-
3A 95% confidence interval means that the population mean appears within

the specified interval with probability 0.95. See [15] for a precise definition cﬁ'onSt remai_ns uncha_nged. There is also an imprpvement in
confidence interval. the opportunityn. Moving the threshold further up improves
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threshold at sefs of size 2 +—5— with slightly more keys: for populations of several millions, we
threshold at sets of size 4 —s— " . . .
s ol size 8 can afford to keep twice or four times as many keys in a receiver.
threshold at sets of size 32 —a— . . . . .

o8 . In this section, we study schemes in which a tree is augmented

by additional sets. The motivation for doing so is clear: by in-
creasing the number of sets (and thereby keys), the probability

§ * of finding a smaller cover increases. We are interested in lo-
E cating the levels where it best pays to add sets, subject to the
g oaf ‘ 1 constraints on the number of keys per receiver.
In order to generate the extra key sets, we start with a
o2t . “level-degree” profile, which specifies how many keys each

user should hold at each level. For a level with set gize

' . . degree ofd implies that each user should belongdo— 1

o w0 =w o 4o w0 sw 7o wo se o extra sets, in addition to the one basic tree set it belongs to at
Torgetsetize this level. Thus we need to be able to generaigk sets of

Fig. 4. Effect of the " thresholdT on the actual redundancy.() for atree  SiZ€ k, such that each user belongs to exactlpf them. We

with n = 1024. achieve this by randomly permuting theusersd — 1 times,
and for each random permutation we add the users in positions
! j j ) j j " threshold at sets of size 2 —a— ('L — 1)]€ + 1, . ikasa Set, fof = 1, ey n/k
threshoid at sets of size 4 +—&— o )
mm:&%}?’:&”ﬁ = A vivid explanation for the preferred placement of the extra
o8 1 keys can be found in the histogram in Fig. 6. The histogram

depicts the number of keys used from each level of sets, for
target sets of four sizes. We used a populatiom of 1024

users and a basic tree scheme with 11 levels. The histogram
clearly shows that the small sets are the ones used most often.
o4 1 As the target set size grows, some larger key sets are also used.
However, even when the target sets are 241 andk = 361,

i.e., target sets requiring the highest number of transmissions,
relatively few keys are used for sets of size 32 and up. Therefore
it seems that adding key sets at the low levels of the tree is the

S e e we o ww o 7o se sw wo fghtapproach.

0.6 |-

Opportunity

02|

Terget set size Figs. 7, 8, and 9 depict the performance of an 11-level tree
Fig. 5. Effect of the K" thresholdT" on the opportunity ) for a tree with (” = 1024) aUQmented tree with nine extra key?' This Cho'ce
n = 1024. allows us to double the number of keys per level in all the inter-

mediate levelsl( < |S;| < n). Following the conclusions we
f. andz at the cost of increasing We found out that, in most draw _from the key usage histogram.in Fig. 6, these extra keys
cases, and especially when extra keys are added (see be|ov@?1r,qtd|str|buted as uniformly as possible among the_leve!s from
pays to set the threshold &t= § since the increase inis very the bottom (couples) level up to some levele varied? in
small while the gain i, andn is substantial. Thus, in all the Order to find the most effective distribution.
following simulations we only use strict inequality for sets of We first note that regardless of how the extra keys are dis-
size 4 and below. tributed, the peak number of transmissions drops by at least 23%
Note that choosing” = 8 has an effect on the worst-casefrom 193 down to 147 for the “up to sets of size 2" distribution)
performance since now = 3n/8 users can be selected suchin comparison to a nonaugmented tree.
that no four of them belong to a common set of size 8 and noFig. 7 shows that the bestis achieved by distributing the
three of them belong to a common set of size 4. As a result, wetra keys at the three lowest levels, i.e., adding couples, quadru-
would be forced to use = 3n/8 transmissions, all at the levelplets, and octets. Adding sets of size 16 as well resulted in an
corresponding to singleton sets. almost identical performance. However, adding even larger sets
WhenT" = 8, the peak number of transmissiohis 193 ~ gave significantly inferior performance. Figs. 8 and 9 show that
n/5 (see Fig. 3), which means a 50% improvement over thisis improvement comes at the expense of an increage fior
worst-case performance of 384, and achieves actual redundagiewll target set sizes, although the actual redundancy is still well
that is always lower than 0.9. However, in most of the range thelow the guaranteed worst casefgf < f — 1 (= 1 when
results are much better. In particular, if the interesting target set= 2).

size range is below = n/5, we gett < n/6, fo < 0.16,and | g similar experiment with 38 keys=(11 + 3 x 9) per user,
n < 0.04. the best was achieved by spreading the keys among the lowest
4 levels (up to sets of size 16); the pedér this experiment was
about 94 transmissions, for target sets of size 271n(/3.8),

The basic tree scheme requires olaly, » keys to be stored which is 22% lower than the 121 achieved in Fig. 7 by the “up
in each receiver. Therefore it is reasonable to consider schenesets of size 8” distribution. We also ran the same experiments

C. Where Extra Keys are Effective
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Fig. 6. Histogram of the key sizes used for several target setgjZes n = 1024.
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Fig. 7. Number of transmissions &s a function of the target set sizewith

n = 1024, f = 2, 11 levels, and nine extra keys.
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Fig. 8. Actual redundancy, as a function of the target set sizewith n =
1024, f = 2, 11 levels, and nine extra keys.
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Fig. 9. Opportunityy as a function of the target set sizgwith n = 1024,
f = 2, 11 levels, and nine extra keys.

D. Partitioning

The results in the previous sections suggest that keys are more
“valuable” at the lower levels of the tree than at the higher levels.
Thus, it seems reasonable to discard the keys of the largest sets
(highest levels) altogether, and to use the additional key space
for more lower level keys. We achieve this by partitioning the
populationn into v disjoint partitions of size:/». The space
occupied by thdog, 1 deleted keys per user is then used to
increase the number of low level sets in each partition.

In this section we concentrate on larger, more realistic user
population sizes. However, since each individual partition is
small, we can apply the insight we have gained from our ear-
lier small-population experiments.

Figs. 10 and 11 compare the performance of a single-tree
scheme for a population of 128K customers with the perfor-
mance of schemes that employ the same number of keys (18) but

for larger and smaller values af with similar results. We omit with - partitions. Within each partition we distribute thes v/

the details.

extra keys to achieve the lowest peaks we have seen before,

Our conclusions from this set of experiments are that 1)is means that the extra keys are distributed among the lowest
adding a few extra keys per user substantially reduces flegels in the tree, thus adding key sets of sizes between 2 and
number of transmissions and 2) it pays to add these extra32. For each value af we ran the equivalent of the experiment
keys at the lower levels of the tree rather than to distribute theme discussed in Section VI-C. We report only the results of the

at higher levels as well.

best (lowest peak) extra-key distribution for each value of
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Fig. 10. Number of transmissionss a function of the target set sizewith
n = 128K, f = 2, and 18 keys in total.
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Fig. 11. Actual redundancy. as a function of the target set sizewith n =

128K, f = 2, and 18 keys in total.

Fig. 10 shows that the decreasetirs dramatic for a large
range of target set sizes. In particular, the pediops by about
36%, from 24 337 for a single partition to 15526 foe= 1024
partitions of size 128 each. Increasing théurther reduces
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VII. DYNAMIC ENVIRONMENTS

In this section we discuss aspects of implementing our key
management scheme in a dynamic environment such as the In-
ternet. We distinguish between two types of dynamics. One type
is the population’s dynamics, i.e., the change in the population
as new users are added and dropped from the MBone infrastruc-
ture. The other type is in-program dynamics, i.e., the case where
paying customers join and leave a specific program broadcast
while it is taking place.

A. Adapting to a Dynamic Population

Our first concern is how to adapt the static establishment
key allocation we described before to a user population that is
changing over time. We note that the user population is mainly
growing as new networks are connected to the MBone. Net-
works depart from the MBone at a lower rate.

In Section VI-D we showed that instead of building one
monolithic establishment key allocation, it is better to split the
population into partitions of a smaller size, say of 1024 users
in each. Each of these partitions has its own establishment
key allocation. Using this observation, we suggest building
the establishment key allocation incrementally, in phases,
as the population changes. A new partition is created at the
beginning of each phase, with virtual “place holder” users.
An establishment key allocation is constructed for the new
partition, and each virtual user is assigned its keys. Each (real)
new user that joins the MBone replaces a virtual user, and is
assigned the virtual user’'s keys. The phase ends when all the
virtual users in the new partition have been replaced by real
users. At this point a new phase starts.

A user disconnecting from the MBone (not a temporary
logoff) is marked as nonexisting. Once the number of nonex-
isting users in a partition drops below some threshold, say
half the users are nonexisting, the partition is deleted and all
the users are rekeyed to a new partition. Note that the cost of
rekeying a user is amortized over all the leave operations that
required no rekeying in the past.

The virtual users in a new partition and the nonexisting users

for some values of. However, for large target set sizes, angh o|d partitions are all accounted for when key covers are com-
especially those with > n/2, we pay a penalty in the numberyteq for specific programs. However, their presence can only
of transmissions. For such large target sets we have té tse make £, better: some of the redundant users that are part the

v transmissions instead of one. We argue that as longias coverc(K) (for which the ratiof is guaranteed) are not really
substantially smaller than the peglithe savings it for smaller  ipere.

target sets far outweighs the penalty incurred for large target
sets. Moreover, dealing with targets with> n/2 can be done
by maintaining a single additional broadcast key together wi
the partitions’ keys. Next we discuss how decryption keys are transmitted in a
Fig. 11 shows that partitioning the users increagedor dynamic environment, in which users join or leave a specific
target sets withk < n/2. However, the pealf, actually drops program, i.e., when the target skt is dynamically changing
since we no longer use the very large key sets, e.g., those withile the program is being transmitted. We believe that this
sizen/2 or n/4. Partitioning also improves the opportunity fortype of fine-grained join/leave control is more appropriate in
k ~ n/2 (graph omitted). the MBone environment, where a single program may be quite
We conclude that partitioning the users is an effective meth&hgthy.
for designing establishment key allocations. It is better to dis- To handle the dynamic changes in the target set, we divide the
card the large high-level key sets in favor of extra sets at the Igaogram’s transmission time into slots of certain length, say five
levels. As a rule of thumb we suggest to use at least /» minutes. In each time slot, a different encryption key is used. We
partitions, and possibly more for larger valueswof collect all the join/leave operations within slot- 1, compute

E?,]. In-Program Dynamics
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1

T *
time siot=1 —a—
time slot =3 —8—
time slot= 6 —e—1

time slot = 10 —e—

the updated target séf;, and recalculate the key cové(K )i
for the next slot. The recipients iR (K;) receive the new key.
Our goal is to quantify the effect of the in-program dynamic:  os}
on the number of free-riders. To this end, we introduce the fo
lowing definitions.
Definition 7.1: Consider the first slots of a program trans-
mission.

1) LetV”“ denote the set of users that can view all tlsots.
2) LetP* denote the set of users that pay for all th&lots.
3) LetN? denote the set of users that do not pay for any ¢

06 -

Oynamic opportunity

04

02+

thei slots.
To measure the dynamic redundancy, we define tt y
free-to-pay ratiop(i), which is the proportion of non- and  °¢™ "0 2 % w0 0 0 70 0 w0 o
partial-paying users in the viewer Sét. Formally Tergetsetsize
Definition 7.2: Letp(i) = (|VZ\PZ|)/(|VZ|) Fig. 12. Dynamic opportunity«(i) for: = 1, 3, 6, 10 slots, as a function

The ratiop is similar to a dynamic version of the actual reef the target set size, usingr = 0.01 for n = 1024.
dundancyf, (recall Definition 2.6), but with a different denom-
inator: p(1) = (re(K) — k) /re(K) whereasf, = (re(K) — 1
k)/k. For f-redundant establishment key allocations we hav
p(1) < 1-1/f, however, this inequality may not hold for larger
values ofi sinceV' andP? evolve at different rates.

We define the dynamic opportunity,, as the proportion of
nonpaying recipients (free-riders) in the nonpaying populatio

Definition 7.3: Letna(i) = (|Vi N NF))/(JNF)).

This is a generalization of the opportunifyf Definition 2.7,
andnq(1) = 7.

T ¥
time slot = 1 +—a—
time slot = 3 —e—
time slot = 6 +—o—t

time slot = 10 +—e—t

06 |

Dynamic opporﬁnlty

04

C. Experimenting with In-Program Dynamics T

We conducted a series of simulation experiments to evalue
the effect of recalculating the key cover for every slotonthe po:  °c™ ™I 20 a0 0 50 60 700 800 %0 100
sibility to receive a program for free. We focused on relatively Target so sizo
small user populations, since, as we have seen in Section VIgQ, 13 pynamic opportunity. (i) for i = 1, 3, 6, 10 slots, as a function
partitioning the population into many small partitions is advarf the target set sizg, usingr = 0.1 for n = 1024.
tageous.

The results we report here are all for= 1024. We used 20 o jigiple (less than 2%) after ten slots, for all target set sizes

keys per user, using the best scheme we found in the experimeqi, ; 3094 of the population. Itis apparent from the figures that
of Section VI-C, namely, distributing the nine extra keys up tﬁd(i), as a function o, tends to a step function whén— oc.

sets of size 8. We experimented with other values,@nd with - 5" 16 of the convergence to a step function depends, on
other key distributions, with essentially the same results, so \y&, higher values of resulting in faster convergence.

omit the details. _ _ The explanation for this big gain, even for small change rates,
The in-program dynamics are captured by the following tWgas i, the algorithm we use to find the key cover (recall Fig. 2).

parameters: In step 3 of the algorithm, we pick a set that minimizes the actual
1) |K1| is the initial paying population size; redundancy. In many cases there are several choices for this set,
2) 7 is the fraction of the paying population at slothat and the arbitrary tie-breaking selection made by the algorithm
stops paying during slat(leaving users). determines the set of free-riders. A small random perturbation
For simplicity we assume that every user that leaves inisit in the target sef randomizes the tie-breaking, resulting in a
replaced by a joining user. ThyX;| = |K;| for all <. Exactly significant change in the set of free-riders.
T|K;_1]| leaving users are chosen at random from the&et, Fig. 14 shows the rates by whiefa(¢) drops as a function

and the same number of joining users are chosen at random fraitime for - = 10%. The dynamic opportunity drops to negli-
UN\K;—1. The values we tested ferwere 0.01, 0.02, 0.05, andgible levels for all but the largest target sets by the end of only
0.1. 10 time slots. When the rate of change is 1% (graph omitted)
Figs. 12 and 13 show the effect of the in-program dynamitise decrease is slower, however, as we said in the discussion of

on the dynamic opportunity,(¢). We see that even when theFig. 12, the drop is still substantial in the mid-sized target sets.
target set size changes by only 1% in each slot, the dynamid=ig. 15 shows the dramatic drop in the dynamic opportunity
opportunity drops by between 33% and 52%%50 < k£ < 450 when the rate of changegrows from 1-10%, in comparison to

by the end of ten slots. When the target set size changesthg opportunity; for a static target set. We see that even when
10% in each slot (Fig. 13), the dynamic opportunity becoméise dynamics are minimal-(= 0.01) there is a 60% drop in
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Fig. 14. Dynamic opportunity}. (i) for several target set sizes, as a function

of the slot numbef, usingr = 0.1 for n = 1024.
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achieved redundancy ratjfy, is typically much better than the
guarantee. These desirable properties are enhanced even further
in dynamic MBone-like environments: the opportunity for a free
ride quickly decreases when the paying user population is dy-
namic.

We have also identified some general design principles for
such systems. We found that adding extra establishment key
sets helps, provided that they are added at the low levels. We
also found that partitioning the population into many small par-
titions is more effective than handling the whole population at
once, since by eliminating the very large key sets we can add
extra keys in each partition without exceeding the key storage
limitations. We conclude that our schemes are quite practical for
applications where some free-riders may be tolerated.

We believe that more can be done in this area. It would be
useful to provide a model for the analysis of establishment key
allocation schemes. One would also like to model the user be-
havior and its willingness to pay per service that might be sup-

Opponunlty'»—a—i
tau=0.01 —&—
tau = 0.02 —e—
tau=0.05 —e—i
tau=0.10 —a—
08 -
z
é 0.6 9
g [1]
2
&
04 4
8 2
0.2 4
(3]
0 700 80 %00 100
Target set size [4]
Fig. 15. Dynamic opportunity.(10), after 10 slots, for different values of [5]
as a function of the target set sikefor n = 1024. 6]
6
the opportunity, e.g., fromy = 0.24 to 74(10) = 0.097 for [7]

k = 301. For higher rates of change the drop is even more
pronounced.

We conclude from all the above discussion that the in-pro-
gram dynamics makes the service provider’s situation more fa{®]
vorable. The changing target population results in significantly, g
better performance from oyr-redundant establishment key al-
locations: the free-rider's opportunity rapidly decreases, eve
for low change rates. Thus it becomes increasingly hard to b
able to watch an entire program for free, as the number of slots
increases. [12]

(8]

1]

[13]
VIIl. CONCLUSIONS ”
We have demonstrated that by allowing a controlled numbe[r
of free-riders we are able to design establishment key alloca-
tions that meet the hard limitations placed on secure key storaé%esl
by current technology. We do this while addressing the ambifi6]
tious goal of allowingeverypossible subset of users to be am]
target set (rather than only sets of a small fixed cardinality).

We showed that despite these constraints, our schemes use sub-

stantially fewer transmissions than the naive designs. Moreovelt8l
although our schemes guarantee that the ratio between the nu
bers of free-riders and intended receivers is at nfost1, the

plied for free. Finally, the work on dynamic behavior in the In-
ternet requires a more rigorous study.
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