The Traveling

Miser Problem

David Breitgand, Danny Raz, Yuval Shavitt

Abstract— Various monitoring and performance evaluation
tools generate considerable amount of low priority traffic. This
information is not always needed in real time and often can be
delayed by the network without hurting functionality. This pa-
per proposes a new framework to handle this low priority, butre-
source consuming traffic in such a way that it incurs a minimal
interference with the higher priority traffic. Consequently, this
improves the network goodput. The key idea is allowing the ne
work nodes to delay data by locally storing it. This can be dos,
for example, in the Active Networkparadigm.

In this paper we show that such a model can improve the net-
work’s goodput dramatically even if a very simple schedulirg al-
gorithm for intermediate parking is used. The parking imposes
additional load on the intermediate nodes. To obtain minim&cost
schedules we define an optimization problem called theaveling
miser problem

We concentrate on theon-line version of the problem for a
predefined route, and develop a number of enhanced schedutin
strategies. We study their characteristics under differehassump-
tions on the environment through a rigorous simulation study.

We prove that if only one link can be congested, then our
scheduling algorithm isO(log, B) competitive, whereB is conges-
tion time, and is 3-competitive, if additional signaling is allowed.

Index Terms—active networks, on-line algorithms, competitive
analysis, network management.

I. INTRODUCTION AND MOTIVATION

Off-line management applications, such as various loggi
facilities that subsequently transfer the accumulated daer
the network, software distribution facilities, distriledt back-
ups, accounting and billing, long term history monitorinig
the large-scale systems generate considerable amouaffaf. tr

This traffic utilizes the same network resources as regudar u
traffic, and therefore, may affect the network goodput. Whi

in on-line management applications, transmission of mana

ment data may have stringent timing requirements, in the o

line applications, there exists a considerable freedomarckag
the exact transmission time. In this paper, we focus on liagd|
the traffic produced by the off-line management application

Since in most cases the end-users are not directly intdreﬁ?
in the services described above, the impact of the admanisty

tive traffic on the user-visible network services should be-m
imized. For instance, it would be beneficial to preempt so

ule it for later transmission when the congestion abate.
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management traffic at times of network congestion and sche(-ﬁ?-

Thus, it is useful to differentiate between the higher ptyor
user-visible traffic and the lower-priority managemenffita
It is important to stress, however, that in this work, therer
high priority andlow priority refer to the same best effort traf-
fic being differentiated solely by the timing constraints.his’
is different from the service levels that are defined in Défe
tiated Services Architecture [1].

The user traffice.g, HTTP packets, has to arrive at its desti-
nation within a short period of time (2-3 seconds for the HTTP
example) while the low priority management traffic can be de-
layed much longer. It is important to note that both the high
priority and the low priority traffic compete for the same 4im
ited amount of network resources.

Given this model, it is our objective to improve the goodput
of the network by preferring the high priority (user) trafficer
the low priority (management) traffic at times of high load, i
timing constraints of the management traffic are flexibleugno
to admit extra delays.

In other words, if there are plenty of resources in the networ
there is no difference between the low and high priorityficaf
However, when the resources become scarce, the user tgaffic i
given a priority over the management traffic wherever pdssib
In this work, the resource that interests us is bandwidth.

One may notice that this approach is applicable also beyond
the network management domain. For example, exactly for the

n , - .
W me reasons as above, it may be beneficial to detain large e-

mail messages in the network at times of congestion, to irgro
the overall goodput. Similarly, in peer-to-peer overlaywarks
it may be worthy to use intermediate peers in order to improve
the overall efficiency of the data transfer. However, in oitde
focus the discussion, we will refer to the network managdmen
traffic as our primary motivation throughout the paper, aisd d

ss other usages of the proposed framework in the congudin
remarks. It is important to stress that our solution pest&in
the application level.
We characterize every management messagginating at
management agent, theurce by a single parametedead-
He. This parameter defines the latest time by which the mes-
sage should arrive at the manager station,déstination In
tréis work we are not concerned with a specific way the man-

ement data is obtained. In other words, we deal neithér wit
e specific measurement techniques, nor with the data seman
tics. We simply view management applications as produders o
the traffic that is a subject to the deadline constraint.

Based on this constraint, we attempt to create an individ-

IWe use the ternmessageo refer to the application-level messages. An
application-level message is an individual piece of mameye information
that should be delivered in its completeness to a specifiind¢isn to be use-
ful. Each application-level message may be fragmented rimtce than one
smallerpacketsby the underlying packet-switched network. This fragmenta
tion is transparent to our algorithms.



ual itinerary for every low-priority application-level messagesend the information t@ using regular means will fd&ilas the
along the existing routing path between the source and the dgackets will experience loss, and no retransmissions wifl.h
tination in such a way that the message would meet its degdlin In contrast, in our simple algorithm, the message will just
and at the same time would incur minimal additional load gpark at the intermediate nodes waiting for the cross traffimf
the routing elements and links along the path. There is no pi€ to F' or A to B to abate, and then it will continue towards
mium for arriving at the destination earlier than specifigdie 7. If delays introduced by waiting are not too large, the low-
deadline. This goal can be achieved by preempting messagssrity information will arrive in time to be useful for thman-
at internal nodes during transient congestion conditions.  agement application, and the user traffic (that is respén&ib
One framework in which this is possible is taetive net- transient congestion) is unaffected. This simple exantpievs
worksparadigm. This paradigm allows to equip each messa@t, indeed, the extra functionality introduced by intechate
with an “autonomous intelligence” enabling the messages-to Parking, adds an additional value to the network.
act to the network conditions much like the rational careiy It is reasonable to assume that the timing constraints of the
do when they react to the road traffic conditions. In paréicul management traffic will permit practical usage of the above
an active message is capable of detaining itself in the mtw@cheme because while the round trip time is typically leas th
in case of unfavorable conditions, scheduling its traosifora @ second, the typical management traffic deadlines for non-
later time. Storing a message in the network using the switdi¢al time management applications is, at least, in the rafge
ing elements themselves is, obviously, infeasible. Fateiy, Minutes. This provides the required maneuvering spacééor t
this need not to be the case since active messages may bdow-priority messages.
verted to a special purpose machine that is decoupled frem th However, since parking in the network consumes valuable
switching elemente.g, theactive enginén [2]. resources of the hosting nodesg, memory, our scheme may
Figure 1 shows a very simple algorithm that can be used gyroduce considerable overhead on the infrastructurerder

messages in active network to achieve the above objectives.!0 Preventan excessive load on the hosting nodes, we atsocia
some time-dependeodstwith parking at a given node, seeking

to optimize packet parking schedules in terms of these costs
while next link is congested We formulate the problem of creating the low-cost parking
wait for tine interval ¢ and check again schedules for the low-priority traffic in abstract terms a@saph
proceed to next hop. theoretic problem and study its different variants. We ttaft
problem thetraveling miser problenbecause the behavior of
Fig. 1. Simple Algorithm using the Intermediate Parking lpi packets resembles a strategy of a savvy traveler that isedlo
to make stops in hotels offering different time-dependeicgs
along some route, trying to keep the total cost of the tripas |
as possible while still being timely.
c E We distinguish between then-line variant, in which deci-
sions should be made based on the partial information dlaila
S T locally at a given time, and theff-line variant in which all in-
- formation about the network’s behavior is known in advance.
Although solutions for both variants of the problem are rel-
B o F evant to the management applications, the on-line variot i
greater practical interest. For the off-line variant welakpits
Fig. 2. A simple cross traffic scenario connection with other work done on the minimal weight path
problem in time-dependent networks. For the on-line varian
A link is considered congested when its utilization cross&4e present a scheduling algorithm callstiser. In addition
some threshold value. However, it is important to notice thE minimizing the interference of the management traffichwit
differentthreshold values may be configured for low-prioritghe user traffic (which is already achieved by the simpletstra
and high priority traffic. Thus, these administratively defi €gy above), this algorithm also minimizes the overhead en th
threshold values can serve as a network management medtgles that contribute their local resources to enablenger
nism that forces the low priority traffic to “give way” to thediate parking. We prove that for the restricted case, in tvhic
high priority traffic when the competition over the resowbe- only one link per route is congested at a time, the cost that ou
comes acute. When this mechanism for prioritizing the taffalgorithm incurs on the active nodes is logarithmically eom
is used, an additional advantage of the active network irad petitive. We further demonstrate our algorithm usefulrtgss
would be a higher reliability for the low-priority traffic. studying its performance under other, more complex, nétwor
Consider the scenario described in Figure 2. The sofircefonditions, and comparing it to to the simple strategy of Eig
is trying to send some management information to the tafget Ve start with a simple model, that was introduced in [3]. In
There is cross-traffic betweet and B, and E and F' respec- this model neither transmission costs, nor parking costenie
tively, which alternates,e., whenever the cross traffic fromy N the actual size of the low-priority message. Then, weystud
to B stops, the traffic fron¥ to F starts. If the cross-traffic & model in which the parking and transmission costs linearly

'_S 'nt_ens've enough to ra's_e _the utilization level of thepars 2E.g. due to an application/transport level time out, after taamgnretrans-
tive links above the low priority threshold, all attempts®fo  mission attempts.




depend on the message size. It turns out that in this modelaiset of nodeslty C V' x V being a set of links, an®/, P, L
is beneficial for a large management message to partitielf itsbeing a set ofink weights node parking weight densitieand
into the bulky main part, and a small “scout” part. This heuri link delaysrespectivelyW = {w; ;(t) | (i,j) € E} are sets of
tics is called theScoutalgorithm. The Scout algorithm is, attime-dependent functions that represents the non-negedist
least, as good as the Miser algorithm, and under some corafitraversing link(é, j) at departure time. For simplicity, we
tions (.g, in case of an expensive network core) may resussume that time is discrete.
in schedules that are cheaper than those produced by the MiseP = {p;(¢) | i € V} are sets of time-dependent functions
algorithm by a factor of 2. representing the non-negative cost of spending one timeatini
If we further enhance the basic model, and require the nebde; € V at time instant. If a message arrives at nodat
work nodes to emit smattap messages to signal (over the retime ¢; and departs from the node at timgwhere0 < #; <
verse forwarding path) that a congestion condition at titeeeo +, « o, then theparking weights P; (1, t2) def iz_;l pi(b).
sponding switching element is over3a@ompetitive scheduling  The time it takes to traverse lirfk, 5) is callediink delayand
strategy that we callrap becomes possible. is denoted byl; ;. For simplicity we assume a constant delay
The main contributions of this work are as follows. of 1 time unit for every link.

« We study a novel framework for handling the lower prior- Let R be a simple path froms to d, R = (s =

ity, “overhead” traffic. This is in contrast to the usual casg,, v, ...,v,,_; = d). The Traveling Miser Problem (TMP)
when the higher priority traffic is in the center of the probis defined (informally) as follows. A miser starts at nodat
lem. The proposed framework may be applicable in cofime 0. The miser is required to reach the destination néde
texts different from the managemeatg, in e-mail proto- within the integer numbeP of time units,0 < D < oo, called
cols, and peer-to-peer networks. deadline At any given time instant, the miser is at some node

« We show that additional internal node capabilities (SuGhi¢), and it can either park there for some time, or travel one of
as in the Active Network paradigm) indeed increase thRe outgoing links to one of the neighboring nodes.
network functionality. We assume existence of a network level routing protocol,

« We formally define a relevant optimization problem. We g, IP routing protocol, such that there is only one relevant
study the on-line version of the problem, and present siffputing path froms to d. This path is not known to our appli-
ple, yet efficient on-line algorithms for solving it. Forcation level protocol. However, when active message erscut
the restricted, but practical case in which there is a sithe network routing is augmented by the application levet+o
gle link congestion per path, we prove that our algorithiiag decisions. Following the observations of [5] that ove#8
is O(log B) competitive, wheres is the congestion dura- of the AS links are symmetric and that the asymmetry is due to
tion. a small fraction of end-points, we assume, for the analydis,s

« We evaluate our algorithms under realistic scenariogat the routes are symmetric.
and identify through an extensive simulation study the specifically, at any given time instantthe miser is at some
most significant network parameters affecting their perfopodew; ¢ R, facing the following options for the next time
mance. unit:

The rest of the paper is Ol’ganized as follows. In the neXt. Stay at the nodej and pan (t) for parking;

Section we forma"y define the baSiC model. In Section Il we ° trave' one link in the forward directior‘ive_, towards the
formulate the problem, and then in Section IV we describe and  destination, and pay;(t) + w; j+1(t) for commuting;

analyze the on-line and off-line algorithms. In Section V- we , travel one link in the reverse directione., towards the
present the results of our simulation study for the basicehod source, and pay; (t) 4+ w; j_1 (t) for commuting.

In Section VI we extend our model to accommodate parking the traveling miser problem is to devise a strategy thanalo

costs that linearly depend on the message size. Sectioris¢/|l dreaching the destination withi® time units moving along a

c_usses the on-line stratggies i_n this extended model, aod_ ven path in either direction, and paying the minimal tott

tion VII-A presents the simulation study of the new stré&gi ¢, poth commuting and parking. For convenience, we assume

We survey the related work in Section VIIl, and provide cony fictitious self-link for every node in the path. The delay of

cluding remarks in Section IX. this link is 1 (similarly to all other links), and its weight i6.
Traversing such a self-link corresponds to parking at thdeno

II. M ODEL for one time unit.

In order to state the problem more formally, we need the fol-

wing definitions.

Definition 1: Itinerary :

The motivation of the model presented in this section isto a}lo
low reasoning about the load of intermediate nodes and tte co
associated with it. This model enables the definition andlyana _ .
sis of an optimization heuristics (see Section 1V) that leweFOr @ givens,d € R an itinerary I(s,d) =
the overhead imposed on the network nodes that accommod4f®: v(1), v(2), ..., v(T) = d) such that
the detained low-priority traffic. In Section VI we study ame o Vi € [0,7] v(i) € R;
hanced model in which the parking costs linearly dependenth ¢ Vu(i — 1), v(i) € Z(s,d) (v(i —1),v(i)) € R, orv(i —
size of the low-priority message. 1) = v(i).

Following [4] we consider a bi-directionaime-dependent  Thus,Z(s,d) is a, possibly non-simple, path from source
networkG = (V, E, W, P, L) with V = {1,2,...,n} being to destinationi consisting of all the original path links plus the



fictitious self-links as described above. Sometimes weweidl variation of TMP corresponds to scenarios in which the net-
to Z(s,d), as a shorthand notation ks, d). work is stable most of the time, but some links may become

The timeT" when the destination is reached is calledtidre congested for certain time periods after which they recaver
mination time and the corresponding itinerary is referred to a& -block Recoverable TMP all parking weight densities are as-
T-termination itinerary. sumed to be constant in tinvé < D.

Definition 2: Parking Itinerary :
For some nodg € R, an itinerary that consists only 6f< ¢ < A. K-block Recoverable TMP
oo fictitious links (4, 7) is referred to aparking itinerary (or . , ) .
simply parking)at j for time¢, and is denoted (j, j)". First, we define the notion offenite block

Definition 3: Itinerary Weight : Definition 8: Finite Block:
For itineraryZ = (s, (1), ..., o(T — 1), d), itinerary weightis €t (i) be alinkin a given time-dependent pdftts. ). We

def —T—1 say that a finite block of duration — ¢; occurs at link(s, 5) at

W(I) = ZtZO w'“(t%"’(tﬂ)_(t_)' o i timet; (block start timg, and terminates at timg > t; (block

We are interested only ifinite weightitineraries. termination ime) if W#: t1 < ¢ < ts w; ;() = co.

D_e_finition 4: Feasible Itiner_ary: , _ . Note that fictitious self-links that correspond to parking a
An itineraryZ(s,d), s,d € R is feasiblefor a given deadline nodes are never blocked.

Q < D < oo, being an integer number of time units, if and only Given a finite deadlin® and a time-dependent paft(s, d),
i: and a set of finite blocks, the k-block recoverable traveling

« The itinerary weight is finite miser problem is to find a feasible itinerafy (s, d) such that
« Theitineraryistimely 7' < D. VI £ I%: W(T*) < W(T).
Definition 5: Reachable Node Thek-block recoverable TMP is an instance of General TMP

Let M be an integer number of time units. Letbe some path (see Definition 7), where at any given time instance weight of
in a time-dependent netwotk, andt be some time instance. A link (except self-links) is either a constant, or infinifhe

nodev; € R is reachableat timet within A time units from  |atter means that the link is blocked. The blocks are liftitera

another node; € R, j # i if and only if there exists at least g finite time period.

one feasible itinerarg (R') for the deadline/ and a sub-path  The relation of this problem to the actual network scenarios

R = (vj,....,v;), whereR’ C R. is straightforward. The infinite weight of a link correspertd
Definition 6: Time Distance the link congestion. The level of link utilization that shdie

The total delay of a shortest finite itinerafyi, j), is called interpreted as a congestion is controllable through theirsigm
time distancebetween the nodesandj, and denote@ D (7, j). trative means.

Note that although in our casg = 1 for all ¢, TD(i, j) may
be different from|; — ¢| due to infinite weights that some links

may assume at certain time instances. B. On-Line and Off-Line Problems

Property 1: Let R = (0, 1,2, ...,n — 1) be a given path. TMP can be formulated either as aff-line problem, or as
anon-lineone. In the off-line problem we assume that the input
n-1 includes the values of link weight functions along the path f
VI(R): W(I) = Zﬂltiﬂ{wi,i+1(t)}- any given instant of time.
=0

The off-line variant is of interest for advanced planning of
. _ _ _ ~ the optimal transmission schedules based on the long axberv
This property simply states that in order to obtain the minelatively static load patterns. This is usefellg, for the traffic

mal weight itinerary over the given path, each link in thehpathat is generated in regular hours of the day, and when thal usu
should be traversed at time instance for which the weight®f thetwork behavior is known in advance.

link is minimal. This lower bound may be unattainable. In the strictly on-line variant of the problem the values of
time-dependent link weight functions are not known in ad-
l1l. PROBLEM FORMULATION vance, the miser has only a local knowledge about the path,

) . and the current value of a link weight observed by the miser fo
Now we can rigorously formulate the General Travelling certain link does not tell anything about its future value.
Miser Problem (TMP) as follows. . In [6], it was shown that finding an algorithm with bounded
Definition 7: General TMP: For a given pathR(s,d) €  competitive ratio for the strictly on-line minimal delay tha
G, whereG is a time-dependent network, and a finite deagsoplem in time-dependent networks is P-SPACE-compléte. |
line D e TI*, find a feasible itineraryZ(s,d) = (s = \ye treat the parking and commuting costs as time-dependent
v(0),v(1), ..., v(T) = d) for whichW (Z) is minimal. delays, and assume a very large deadline parameter for the me

As explained in Section VI, the General TMP is an instancgyge, then the on-line TMP becomes an instance of the on-line
of a PSPACE-Complete problem, known as Canadian Travelgnimal delay time-dependent path problem.

Problem. Fortunately, the general variant of TMP is of less
practical importance since it corresponds to the cases titgen
network is highly unstable. IV. ALGORITHMS
Therefore, in this work, we concentrate our efforts on a re- This section presents the algorithms for solvinglock re-
stricted variant of TMP, calle&-block Recoverable TMP. This coverable TMP.



A. Off-Line Problem

The algorithm for finding minimal weight path in a general

time-dependent network presented in [4] solves the gen#ral
line traveling miser problem (as a special case) time for a
constant deadliné < T' < oo. Even though [4] solves the

problem for the case of continuous (or piece-wise contisyiou

time-dependent weight and delay functions, the same #éfgori
may be used for our discrete case.

Since the off-linek-block recoverable TMP is a special casg ...,

of the general off-line TMP, the algorithm of [4] also sol\the
off-line k-block recoverable TMP for any finite deadline.

It is useful to highlight some key ideas from the solution-pre

sented in [4]. The algorithm is based on the followguncate-
nation propertyof the optimal (with respect to weight) time-
dependent paths.

Lemma IV.1:Every sub-itinerary of an optimal (minimal
weight) itinerary is also optimal: Time-Dependent Path
Concatenation Property

Let R(s,d) be a time-dependent path. L& e I*:
0 < T < oo be some time instant. LeT*(s,d) =
<S = v(t())vv(tl)v"'7v(tk71>a"'av(tN71) = d> be a

minimal weight finite T-termination itinerary of length
at most N among all T-termination itineraries of length
at most N. ThenVk, 0 < k < L(Z%), itinerary
I, & (s =v(to),v(t1), ..., v(tk—1)) is @ minimal weight finite
T-termination itinerary of length at most for destination
v(tg—1) € R.

Proof: See [4].

In practice, we are interested in feasible optimal itingrar

only with respect to some finite deadliffé being an integer
number of time units. Thus we can find optinTatermination,
(T — 1)-termination (T — 2)-terminationetc, itineraries with

variables:
j €[1, |logg B]]: nunber of phase;
dir e {FWD,BCKWD}: state;
vp: currently bl ocked node
in the forward direction;

v;:  current node;
s,d: source and destination;
v;f: i nternedi ate destination
of phase j;
T;: parking tinme of phase j;
W: set of known weights.
y: j<—1;, dir— FWD,; v; —s;
vp — nil; v;f —nil; Tj —0, W0
while v; #d '
if dir=FWD A Wy, w41 < OO

W =W U{wvivvi7wvivvi+1 ¥

proceed to node wiy1;
elseif dir = FWD A wyui1 =00

if v; =wvp

j—J+1
else
vy — vy 1

COMPUTELITINERARY( j, v, W);
elseif dir= BCKWD A wy,u,_, <00 A v; # U;‘

proceed to node v;_1;
elseif dir = BCKWD AN wy,v,_, <00 A v; = v;f

park at node vy for time Tj
elseif dir= BCKWD A wy, v, , =00

dir — FW D,;

Jj<1
upon term nation time of phase j:

dir +— FWD;
endwhile

ny

computeitinerary (j, vy, W)

using W, find node CH that is reachable fromu,
within t<2/~1 time units, and such that vr yields
the m ni num wei ght round-trip itinerary with the
parking time: Tj =maz{1,2/"! —2-TD(v},v)}.

Fig. 3. Miser Algorithm

length at mostl using the concatenation property stated by
Lemma IV.1, and choose a minimal-weight feasible simplg on-Line Problem (Miser Algorithm)
itinerary among them. ] ] .

Indeed, the optimal time-dependent path concatenatiqepro In_ this section, we present an algorithm that addre.sses the
erty allows recursive constructing of the optimeermination ©On-line k-recoverable TMP. We show that for the special case
itineraries for every € I+ : 0 < ¢ < T and for every length.  Of ¥ = 1 the presented algorithm i5+- 4log, B competitive

Suppose, for a given patli(s, k), k € R(s,d), Z(s, k) is an WhereB is the block duration. Fok > 1 the algorithm serves
optimal ¢-termination itinerary of length at moétwhere0 < as @ heuristic, We study its in Section V via simulations.

t < T. Let us denote its weight b, (¢). Then we have the The idea of the on-line algorithm is as follows. The miser
following recurrent relations: advances towards the destination using the non-fictitioks |

only, as long as he does not reach a block. At the blocked node,
the miser has two options: either to stay at the node where the
block has occurred (this stay is simulated by traversingtre
W,(0) =0 (2) responding self-link), or move backwards on the reverse for
. warding path that has been discovered so far. Assumingtbat t
vt: 0<t<T,Vie R:Wit) = co. (3) miser knows an upper bourid for the block duration, a com-
From these recurrent relations we can compute the weightitive strategy for the miser is to pick up the cheapeser{od
for optimal ¢-termination itineraries for every node iR and terms of the total cost of getting there and back plus speralin
also the minimal feasible itinerary for reaching the degton certain amount of time at the node as explained below) sithiat
before deadlind” as shown in [4]. within roughly U/2 distance from the current location on the
Note that if we are given an explicit representation of theay back to the source, to spend the block time there. In other
parking weight functions in advance for tini¢, the algorithm words, the miser has to pick up an itinerary with the minimal
is polynomial. However, if the weight functions are spedifie  weight for the block duration. The intuition behind the algo
a more concise form.g., analytically), the algorithm is pseudo-rithm is that if the miser has to spend some time en route on the
polynomial, as its running time also dependsioifdeadline). way to the destination due to a block, he better do this usiag t

Wi (t) = i Wit —d; in(t —d; 1
HO) = o TR ey TV i) i E = i) (1)



cheapest itinerary. This minimizes the overall cost of tige t O

However, the miser does not know the exact duration of any [ WP S - S
block, only an upper bound, that is not necessarily tightusth s v ¥j Vi o d
it is beneficial to have a strategy for finding a tighter bound, ) ) )

This is done by doubling the existing estimation of the block?d 4 Simple Round Trip w/o Parking

duration at each stage of the algorithm. In order to explan t

algorithm in detail we need the following definition. B,), the weight of the resulting itinerary will increase by &y

A simple round-trip itinerary betweenthetwonoges € R . Wy, », WhereB = min{By, B,}. In contrast, the optimal
is an itinerary that is aoncatenatiorof a shortest, possibly oﬁ_|ine'a|gorithm would build its itinerary in such a wayatit
empty, itinerary that goes from nodeto nodek, possibly | spend all the blocking time in the node with the minimal
empty finite itinerary that uses only thi#, k) fictitious links, parking weight. Therefore, an adversary can always foree th
and the shortest, possibly empty, itinerary that goes froden r4tjo petween the on-line and the off-line algorithms to e t
k to nodej. More formally: ratio between the minimal and the maximal link weights of the

Definition 9: Simple Round Trip Itinerary: path. Fortunately, since blocks do not always follow thevabo
Itinerary Z,.(j, k)" def Z(j, k)&ZI(k, k) &I(k,j) where worst case scenario in practice, the presented on-lintegyra
f(j, k), andf(k, j) being the shortest itineraries betwegeand can be used as a heuristic. Its performance is studied usmng s
k, and vice versa, anfl(k, k)* being a parking itinerary at nodeulations in Section V under various assumptions on the fslock
k for time t, and & being concatenation operation, is termedistribution.
simple round trip itinerary with parking timet between two  Theorem 1:Let R(s, d) be a time-dependent path as defined
nodesj, k € R. in Section Il. LetD be a finite deadline, and |ét be the upper

Figure 3 shows the Miser algorithm. Suppose a block occuseund on the blocking time. If there exists only one block of
at some node, € R on the link leading towards the destinadurationB then the competitive ratio of the Miser algorithm is
tion. The algorithm works in stages. At stage [1, [log, U]] 5+ 4 -log, B.
the miser chooses nod¢ € R reachable fromy, within 7" < Proof: There are two cases that should be inspected.
2i~1 time units, such thal¥’ (Z,., (vs, U;))2j7172-TD(v;,Ub) is Case T The block happens at node, € R at time
minimal. Then, the miser follows this minimal weight simpldstart > T'D(s, d).
round trip itinerary for stagg.

In order to gain a logarithmic factor, the miser spends ex- It is easy to see that in this case, parking in the intermediat
ponentially increasing periods of time away from the blatkenodes renders no gain in minimizing the total cost of the
node. After each such period the miser goes back to the bdocki@nerary, since all parking costs are positive. The optima
link and checks whether the block is lifted. If the block fsddd ~ @lgorithm just advances directly to the destination. Sithee
then the miser goes through, otherwise he proceeds to phifiger algorithm behaves identically, the competitiveaasil.

j + 1. If the miser encounters a block while moving in the
backward direction, he forgets the past iterations, switdhe =~ Case 2 The block happens at node, € R for time

direction, and starts moving towards the destination. B = tend —gstart (g < gstart < gend <P andtst*"* such that
TD(s,vp41) > tst@. In other words, the miser cannot reach
. the destination without encountering the block en route.
C. Analysis

Obviously, if only one block may occur on the path before according to the lower bound given by Property 1, the cost
the miser’s deadline expires, he will not go back and forttienogs the itinerary built by the optimal algorithm iat leastthe

than|log, B| times and cannot spend more tteaB time units weight of the path (when all link weights are finite):
atv; in any phasg, whereB being the actual duration of the

block. Thus, the algorithm terminates after at mbst [og. B 5
simple round trips, and the overall itinerary that he buyilids W(Z(s,d) < W(Zopt)- @
finite. Constructing the round trip itinerary for every phas Also note that every algorithm, including the optimal one,
clearly takesO(n) time wheren being the length of the path. must wait in this case at leag + ™" — T'D(s,v;). The
This makes the running time of the strate@yn - log, B). As  optimal algorithm will do this i(e., wait) at some node called
we show in Theorem 1, it = 1 the Miser algorithm is loga- v* (see Figure 4), and therefore its parking cost is at |e8st
rithmically competitive. 51t — T D(s,vp) - Wy »+. Thus, we have:

In case of multiple blockd,e., whenk > 1, the Miser strat-
egy serves as a heuristics. When the Miser algorithm corapute
the round-trip itinerary for stagg it assumes that all the links W(f(s, d)) + (B 4+t — TD(s,v)) - Wy 1r < W (Zopt)-
that have been discovered in all previous phases will not be (5)
blocked during stagg. Naturally, this may not be true for a Note that since***" is non-negative the following inequality
certain phase. It is easy to see, that whken 1, the strategy holds:
is not competitive. If two blocks occur simultaneously oe th
two real links leading from the node (one in the forward di-
rection for timeB;, and one in the opposite direction for time W (Z(s,d)) + (B — T'D(s, 1)) - Wy o= < W(Zopt).  (6)



For the on-line Miser algorithm we have:

[logy B] +1

D

j=1

def

W(I'””"Se") = [(2j -2 -TD(U} vp)) - Wo 3oy + (7)

2 W(Z(vp,v}))] + W(Z(s,d))

Let us find the upper bound for the cost of each phase

Vj € [1, |log, B]] of the Miser algorithm. There are two casesf by

Case 1:1 < j < |logy, TD(s,wp)].

Let 5; € [v*,v] be the farthest node that is reachable from
vp in phasej by a round-trip itinerary without parking (see

while next link is not congested

proceed to next hop.
if next link is congested:
for each phase j € [1,|log, B]] find a node
v¥ that is reachable fromwv, within
t<2/-1.T time units, where T is
the time since the nessage
departed fromthe source node,
v; yei l ds the m ni mum wei ght
round-trip itinerary with the parking
time 29-1.7T —¢. Proceedto vy
the end of phase j no trap
message signaling end of bl ockage at
vy, IS received, proceed to phase j+ 1.
else//a trap nmessage arrived
proceed towards the destination.

so t hat

Figure 4). Since the Miser algorithm always chooses minimal

weight round-trip itineraries for each phase, the cost afevli

itinerary in this phase is no greater than the cost of thedadp

itinerary without parking ta;. Therefore, for asinglephasey:
W (Z?

miser

) S W (Zre(vs, 7)) < 2- W(Z(s,d)).

From Inequality 4 we obtain that for a single phage
W(Zgnise'r) <2 W(Iol)t)'

Case 2:|log, TD(s,v)| < j < |logy B.

Observe that Misealwaysparks atv; that belongs to the
subpath R(v*,v,) (including both ends).
a simple round trip itinerary from node, to nodewv* with
parking time2’ — 2. T'D(v,, v*) for each phasg. Since Miser
chooses minimal weight itineraries for every phase, thé @os

Let us consider

Fig. 5. Trap Algorithm using the signaling ability of inteediiate active nodes.

shown in Figure 5, to obtain the competitive ratiaofWe call
this modified algorithnTrap, to distinguish it from the original
version of the Miser strategy. In our model, the primary con-
tributor to an itinerary cost is due to parking. Trap message
do not park at the intermediate nodes. Therefore, for suitpli
we assume their cost to lbe

To analyze the competitive ratio of the Trap algorithm, we
first prove the following lemma.
Lemma IV.2:Let v;, be the blocked node. If in phagemes-
sage in the Trap algorithm parks at nagethen in phasg +1,
the nodev;,; € [s,v]]

Proof:

this round trip itinerary bounds the cost of phase in the Mise By the algorithm definition, phasg-+ 1 starts when no trap

algorithm from above:

W(Z? o) < 2-W(Z(vp,v*))+ (27 —2-TD(v*,0p)) - Wy 4

SinceW (Z(vy,v*)) < W(Z(s,d)), we have:

W(I'Znise'r) <2 W(I(Sa d)) + (2j -2 TD(’U*, vb)) * Wy p* -
The maximal phase duration - B. Therefore, for any

single phasg we have:W (7} ,..,) < 2-W(Z(s,d)) + (2 -

B —2-TD(s,0p) - Wy pr + 2+ TD(8,0%) - Wys 4+
Observing thatT'D(s,v*) < W(Z(s,d) <

© Wer g

message is received from at the end of phasg Assume by
contradiction that the statement of the lemma is wrohg.,

letv; ,, the intermediate parking destination for phgse 1,

be located between; and the blocked node (see Figure 4).
This means that the round trip itinerary yielded by, ; has
lower cost than the one that would be yieldeddjy and any
other node being located between the soureedv; (includ-
ing both these nodes). But since the parking costs arelgtrict
positive, and all nodes between the source and the bloclasl no
are reachable in every phase, then noflg would have been

W (Zopt), and using Inequality 6, we obtain that for a singl@qsen as the intermediate parking destination in phasus,

phasej: W(Z? . ..) < 4-W(Z,p). Then from Equality 7 we

obtain (using 4 again)

W(Imiser> § (5 +4- 10g2 B) ' W(Iopt)' (8)

D. Trap over RFP Model

we have a contradiction that proves the lemma. |
Theorem 2:In the single block case, the competitive ratio of
the Trap on-line strategy &

Proof: Note that according to Lemma V.2, and by the
fact that Trap builds minimal weight itinerary in every phas
the total cost of Trap for the entire block duratiBris bounded
from above by the cost of a simple round trip itinerary from

Can we improve the Miser's worst case performance? TRd€vs, to nodev” (that would have been chosen by the optimal

logarithmic competitive ratio of Miser comes from the fduat
it requires the whole message to traverse the entire patlebat

algorithm) with parking timeB — 2 - TD(v,v*). Therefore
the total cost of Trap is bounded from above as follows:

the blocked node, and the node yielding the lowest cost round

trip itinerary of phasg of the algorithm.

W(It'rap) < W(ZA-(U}),’U*)) + (B - TD(S’Ub)) * Wy v +

If our model can be slightly extended to accommodate small (Z(s, v*)). X X A
signal messages, that are propagated over the reverserderwa Noticing thatZ (v, v*)) < Z(s,d)), and W (Z(s,v*)) <

ing path each time a transient congestion condition on t&epr
ously blocked link is over, the Miser strategy can be modiéisd

1(s,d)), and using the lower bounds given by the inequalities 4,
and 6, we obtain thall (Zirap) < 3 - W (Zopt). |



E. Connection Oriented Transmission x 10° Total Cost (pyramide)

4
—simpte

The heuristics being discussed so far proposed a connecti || - = P
less mode of operation. The active messages equipped \ith & °[——se
autonomous intelligence took care of their own deliverytte t
specified destination. An arrival (or, alternatively, adpef an
active message was not acknowledged by its destinationeSii™ :r . ]
messages can get lost in the network, this approach apmiec N i o e - Sy
is may compromise reliability. Adding reliability does niot- 5 10 path Length 15 20
ply having a connection oriented communication between t . Total cost niform)
source and the destination. To add a fair level of religbdit o w
the transport level, it is required to store copies of thavact s R AN :

ht

Itinerary Weig
~
+

messages in the source node for possible retransmissian. &4 T RN N
destination is required to supply either a negative (or d-po:3;| T
tive) acknowledgement when a specific message is lost (or § Zj ST e ol o oo R i
ceived) in order to enable retransmission and garbagestiole | Yoo oo 0T os oo o g

at the source. A detailed discussion of the reliability neech
nisms for the proposed algorithms is out of the focus of th * 10 Path Length s 20
work. It should be stressed, though, that reliability regsiad-

ditional storage and bandwidth resources which may notyswefi9- 6. Average Itinerary Weight (1 block, sample 100)

be available.

If, however, connection-oriented communication betwee Total Cost (pyramide)
the source and the destination is needed, and can be facllite | © mser .
by the capabilities of the communicating parties, a simptve. = ./ < U S
algorithm that would retransmit a message after a predefir T
time-out can be considered as an alternative to the propo:é , PR o S |
Miser and Trap heuristics. This algorithm may improve relia-=""f ~* . o o 7 7 o o7 T
bility (exept for the pathological cases like the one expaiin ;’3 R A Sk T
Section I), and facilitate the shorter control loops by hawthe s 10 15 20
destination informing the source immediately after getine T:amingtfhm)
message. 10° \

We look at one specific algorithm of this kind that we cal [ . v " v oo
Reset In this algorithm, a message is dropped at the blockg ¢ - 5- - - 0= oo -0 -0 o o
node, and is retransmitted by the source when twice the rouiZ .| e SRt S T o S-Sl S-Sk

trip time-out between the source and the destination etaps
and no acknowledgement for the message is received.

Performance of this algorithm serves as a helpful yardsti . ‘ ‘
in our simulation studies allowing to identify the favorataind s 1o Path Length 1 2
unfavorable conditions for the proposed on-line heusstic

Note that while this algorithm can be modified to gain a |Ogl:_ig. 7. Average ltinerary Weight (1 block; sample 100; séwgiarithmic Y)
arithmic factor, by introducing the exponentially incrieasre-
transmission timeouts similarly tbliser, and Trap, it is not
competitive. The total cost of a schedule in Resetlgorithm
depends on the parking cost of the source.

If, however, the source node is the cheapest node of the . ) .
and there is only one block per path durir?g the message?i ternatives. We compalrellser, "?‘”dTrap ggamst eaph ot_her,
time, the exponentidResetalgorithm saves an additive factorand also against the simple active algorithm explained i Se

of log, B compared tdMiser, because ifResethe message is tlpn II (see Flgl:_re ﬁ)kérzefer;r;g tc_)tr:he I?téer tﬁsnr:{/e émd the
simply dropped at the congestion point, and does not bagktra> " P'€ CONNEC 'O'_ﬂ" Iexeserigor i Mot Sec .|on T
The overhead imposed on active nodes is quantified by the

At the same time, the exponentiRésets by the additive fac- oo A "
tor of log, B more expensive thafirap because ifTrap, the |t|n_erary welght,|._e., by the cost_ o_f_ the respectlv_e_ itineraries
message is “retransmitted” only once when the blocked knk r_bunt by the algorithms (see Definition 3). In addition, wesar
covery is signaled.

It

Since competitive analysis provides indication only ahtbet
worst case, it is beneficial to study the actual performaitieso
tive algorithms through simulation comparing them tceoth

interested in the propagation time of a packet through tte ne
work.
Our simulations consists of two sets. Section V-A investi-
gates the behavior of the algorithms in a limited case whéy on
In this section, we present a simulation study of the on-lirmne block may occur along the path during the specified dead-
miser algorithm proposed in 1V-B, and its variation propbsdine (i.e., for 1-block recoverable TMP). Section V-B studies
in IV-D. We refer to them simply alliser, andTrapfor brevity. the algorithms fok-block recoverable TMP.

V. SIMULATIONS



A. 1-block Recoverable TMP PP bbb e

/

We start by comparing averaged itinerary weights $am- osf
ple, Reset Miser, and Trap algorithms when only one block 08l
may occur along the path during a specified deadliree for
1-block recoverable TMP). Although each one of these algo-
rithms works under slightly different assumptions on thedelo
(see discussion in Sections IV-D, IV-E), showing them athia gosr
same figure also helps understanding the relative benefitg of oaf
models. 0al

Figure 6 represents the simulation results as the averaged
itinerary weight (cost) being a function of the path length f i ,
two different cost modelpyramid and uniform respectively. ' ::%e o ’
The meaning of the cost models is as follows. L % o5 1 15 as

« Pyramid this cost model represents a deterministic distri- e ad e g

bution of parking densities to the nodes in the path simuig. 8. CDF of Itinerary Weight (1 block; path 5; sample 100)
lating “cheap” edges and “expensive core”. The parking

weight density increases exponentially with the distance ] ) ] ]
of a node from the edge, g, (1,2,4,8,16,8,4,2,1). The Serve, theResetalgorithm is only marginally better thaviser

motivation for studying the pyramid cost model is thatf,or shorter paths, and is about twice more expensivertl'l_iaa_r

usually, the load on the core switching elements increasd Paths become longer. The reason for this behavior is that

sharply as we move deeper into the network cloud. since the blocked hops are drawn from the uniform distribu-
« Uniform: this cost model represents a random distributidéPn; @pproximately half of the blocked hops are beyond the

of the parking weight densities to the nodes. Each costost expensive node in the_ middle of the path_ (recall that the
computed ag, wherei being an integer value uniformly nodes’ cost grow exponentially towards the middle, and then
distributed betweef and6. decrease exponentially towards the edge). Even if a blocked

For every cost model the graphs are obtained by averag, is on the “other side”i(e., more than half-way towards the

100 runs of each algorithm for every path length rangingfﬂ)md stination) Resetwould still drop the message, and then re-

hops to20 hops. In all the experiments the deadline was chosgf':im.sm't.'t Iat.er paying all the way to the bIopked_ node once
to beD = 10000 time units again.Miser, in contrast, would not backtrack in this case, be-

Every run for a given path length and a cost model is pegguse all the nodes in the backward direction yield moremxpe
formed as follows. At the beginning of the run, we re-gerer ive round-trip schedules. Thus, in approximately halfhef t

. B .
a path by allocating the parking weight densities to its sod locks, Miser saves a factor of%; whereB is the block du-

. . p
Then, we randomly choose a link that will be congested. Aft ?.'{IOI"I, andp is the path length. In another half of the blocks
that, we draw a random congestion durabidrom U (10, D/2) iser backtracks to the source and pays exactly the same park-

distribution, and initiate a block at timgthat will be removed ing price asReset The commuting price is different though.

; i ) B
afterd time units. When this scenario is formed, we execute gg’_lserﬁ/lqysO(logg B) for Ct(_)mTUtigg Vgr"fgsept‘?‘yso(?*l .
algorithms on the same scenario recording their perforeran InceMiser may over-estimate the block duration in the las

itinerary weight (cost), and total transit time. {thasetF:]esemai/] hat\\_/e marglngl a(trjvlanr:aﬁ]e }/\;Een the blocks and
Figure 6 shows thaWliser is always superior t&imple and € paihs are short In approximately hat ot th€ cases.

Resefor both cost models while being always inferiormap As egpet;:ttte;]:l, thgr;lapge_unstlcs re;ultst '? tthe_ bes;c] perfor-
which is consistent with our analysis. The difference igdar mance in both models being approximately twice cheaper on

: L e average thaMliserfor any fixed path length. The exponen-
for the pyramid cost model. The explanation is that the costlp Reset/?/ould ield a curv)e/ that V\F/)ould Iie%n betweenpthat of
difference between the core and and the edges is very shiI X or and that gffrap (it is not shown in the figure)

Therefore when iMiserthe message is caught by a long bloc T . . :

in the middle of the path, after a few iterations it will mi¢gdar The S|Ith_JIat|onfresuIts for thtehumform cdc\);t mo_lqel shov(\j/ the
towards the source, dramatically decreasing its costewhé S?rrr]]“alé\?vﬁill(\a/eRz(::anqsrrgitgzeir?fr(]ario? sxetrhaf avgg’ er%pr’narre
simple algorithm remain parked in a more expensive locatio hispis due to the fact that since the nodes are %iced refr)doml
In case of thauniform model these differences in the parkinqh : i v ch P

costs are alleviated. e source is not necessarily cheap.

To better appreciate the difference betw@eap, ResetSim- The variability of the itinerary weights obtained in differ

ple andMiser cost model, consider Figure 7 showing the sam‘:%"t runj IS rglgh,k,belcauts_e n e;;h rut_n theTKve|gfht de;JJends on
graphs as Figure 6, but using the the logarithmic scale on random block's location and duration. Therefore, algio

Y axis. First, consider Pyramid cost model. As one can o

H]e average provides a useful indication, it is more inferma
tive to characterize the results by meansofpirical cumula-
3The error boxes are not shown. Although variance acrosetite was sub- tive distribution function (ECDF)Figures 8 and 9, show the

stantial, it is small relatively to the values of the itingraveights. Therefore  ECDFs for itinerary weights for both parking cost models for
showing the error boxes is not useful. Instead, as expldeted in this sec- .

tion, we study empirical CDFs of the itinerary weights aralél time, which path Iength ob and15, resDe_Ct'Vely' ) )

is much more informative. As one can clearly see, in thpyramid cost model Simple
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exhibits high probability of very large itinerary weightdn 0 ] osf
this cost model, the total weight of the path increases expon
tially with the path length. The reason that the graphs in Fig
ures 8 and 9 pertaining to this cost model, appear to be dhifte
left as path length grows (observe the differences in theiX ax

0.8 1 08

0.7 1 0.7F

06 4 0.6

scale across the graphs). This means $aplewould impose woe |
much higher overhead on the active infrastructure if aceide ]
tally caught by the block at an expensivee( loaded) active 0a ] oaf
node. Miser, Trap, andResetin contrast, would smooth these 0z ] oz}
outlying cases. o — ol —p
In case of thauniform cost modelReses performance de- ) — s i — s
teriorates due to the fact that the source node may have a very O ey Tme CE ey Tme

high parking cost. As one can see, in this mo8&hplehas
high probability for large outliers (heavy tail), which ek
its performance worse on the average. HoweResetbuilds
itineraries of larger weights more often. For instance, i@s F height and width of the steps in the performanc#liger. This

ure 9 shows, in over tha0% of the runsSimplebuilds cheaper s a clear depiction of the ‘nature’ of the algorithm opesati
itineraries tharReset that doubles its waiting time if the block is still present.

In addition to the total cost of the itinerary we might be in- \ve want to attract the reader’s attention to the fact that the
terested in the total time required by it. Figures 10 and  Ihcouraging results have been obtained even for relatielst
represent ECDFs for the total transit time of the messages fths which correspond to real topologies. The deadline as-
both cost models when the path length arend 15. As one symed was also realistic given that the round trip time fehsu
can seeSimple Trap, andResespend approximately the samegpologies is order of hundreds of milliseconds while the-lo
time for message transmission. In fact the differences in tgriority traffic deadlines is at minimum order of minutes - Fi
tal time between these three algorithms are so small that th‘i‘ally, it is reasonable to assume that during a few minutes, i
curves appear as a single one in the ECDF graphs. deed only one congestion would occur in the network, and the

Miser, however, pays by time for the cost optimization ifoad on active nodes would not change dramatically, so that
achieves. This happens because in many dslisar overesti- fixed parking weights are also reasonable. All this proviges

mates block duration (consider the last phase of the alnlit - strong motivation for the actual implementation of the megd
In the Trap, andResetalgorithms, no overestimation happensa|gorithm.

This is the reason why they behave similarlySionplewith re-

spect to the total transit time. One should remember, howeve

that this is achieved through the slight relaxations of tioglet B+ #-block Recoverable TMP

as discussed in Sections IV-D, IV-E. In this subsection we study the behavior of our algorithms
Finally, it is beneficial to measure the dependency of iimgr for k-block Recoverable TMP. Figures 7 and 13 show the av-

weight on the block duration. Figure 12 depicts the cost asaged total costs of the itineraries built by the algorghas a

function of deterministically chosen block durations gyda- function of path length fok, the number of blocks, being,

mid cost model. As expected, the costiiser increases loga- and14, respectively, for each of the two cost models. The costs

rithmically, while the cost oSimpleincreases linearly. As one are shown on the semi-logarithmic scale. The presentedgrap

can clearly see, for the longer congestion peritiseris defi- have been obtained by averagit runs for every value ok

nitely superior. Another interesting behavior is the exgratital above, and path length varying frdsrio 20.

Fig. 11. CDF of Itinerary Time (1 block; path 15; sample 100)
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Each run is performed as follows. In the beginning of th ) ) )
run, k links thatpwill fail in this run are randomly chosen (rep-'glg' 15. Average ltinerary Weight (path length 10; sampie)10
etitions allowed). Then a total block time is randomly chose
from U (10, D/2) as before. This total block time is splitinko number of blocks grows. In theniformcost model, however,
shorter blocks that are assigned to the chosen links. Thien Resebecomes clearly inferior even to tiSémplealgorithm as
and recovery times are drawn from the exponential distiobut more blocks occur. To understand this behavior, we mustireca
for every link chosen in the first step. To make sure that thefigat in our simulations, the total block time remains the sam
is at least one meaningful block, the earliest link failineetis  throughout all the runs. Thus, on the average, the block time
treated a$ time, and all failure and recovery times are shiftegler link decreases linearly as the number of blocks inceease
left by subtracting the earliest link block time from them. Figures 14, and 15 show the total itinerary weights of the-alg

As one can observe from Figures 7 and 13, the relative lithms as a function of the number of blocks for path lengths
havior of Miser, Simple andTrap algorithms remains similar and10, respectively.
as number of blocks increases. However, the absolute veeightWhen more blocks occur per given path length, the proba-
of itineraries built by the algorithms decrease with the bem bility of repeated failures occurring on the same link irawes.
of blocks. This is natural since the more blocks can occur p€his increases the probability fdiser, andTrapto build more
fixed deadlineD, the higher is the probability that the blocksexpensive itineraries in both parking cost models sindeeeit
will overlap. This effectively reduces the total blockirge by repeated backtracking occurs in these algorithms due te mul
the additive factor proportional to the number of blocks. tiple link failures, orMiser, andTrap have no effect since the

Resetexhibits somewhat more interesting behavior that r@acket gets locked between two blocks, and thus both behave
quires a more involved explanation. As one may see, in theore like Simple In case of thepyramid cost model, source
pyramid cost model,Resetbecomes clearly superior as thenode is always the cheapest for roughly half of the path. Thus



in case of many short-term blocks it may be beneficial in thfroceeds in stages exactly as in the Miser algorithm with one
model simply to wait at the source until the failures abateteN important difference. When the parking time of phagermi-
thatResetloes exactly that. In case of the random cost modelates, the message that parks at ngdéof phasej) spawns a
the source’s parking cost may be very high. Thus, spendiagout message of sizg,;,, that follows the shortest round-trip
the blocking time in the cheap place inside the network may bimeraryZ,.; (v}, vy) in order to check the status of the blocked
advantageous. This is the strategy pursueiser, andTrap. link, and inform the parked message about it.
Therefore, the trade-off between the strategies can besput alf the previously blocked link recovered, the message moves
follows. When the network is very unstable, and the resaurc@wards the destination. Otherwise, it behaves like themis
in the source node are sufficieng( this node is cheap for park- It computes the cheapest round-trip itinerary for the néese
ing), Resetis likely to yield the cheapest schedules. In casdar all the nodes that are reachable from the current lonatio
when the network is unstable, but the source does not have saifftthe message, and follows this itinerary. Then the process
ficient resources .., it is expensive), the on-line strategies likeepeats itself at the end of the next phase.
Miser, Trap, and everSimpleare likely to be more economical. To analyze this strategy, let us first notice that the running
time of the algorithm remains the same as for the Miser algo-
V1. Size DEPENDENTPARKING COSTSMODEL rithm up to a small constant factor. This is because each of

The basic model of Sections 1, Il does not take into accouftt 108, B phases of the algorithm may take slightly longer
the actual size of the messages. Thus, commuting and parl@‘?a}us_e of the delay introduced by the scout message.
costs do not differentiate between large and small messaged! IS important to observe that if the link is reported by the
In this section we refine our basic model by introducing cosé§0ut message as blocked at the end of phiasephasej + 1,
that depend linearly on the message size. More specificallyh® message can either move backwares, fowards its orig-
the definition ofk-block recoverable TMP of Section Illy; ; Nl source), or stay in place. However, it wouldver move

changes as follows. in the forward direction unless the scout reports that tlesipr
ously blocked link became passable.

Given a finite deadlin® and a time-dependent pai(s, d), This means that the large message would not travel the path
block sequencdby, bs, ...,bx}, ¥(i,j) € R let link weight more than three times, while the scout message would not go
function back and forth more thalog, B times. Letk = [ =~ where

i 5 L start sendy 2 is the original message size. Following the logic similar to
w;; () { o0 if 3s.t.by = ((,7): """ /") the one that was used in proving Theorem 1, we obtain:
’ cij -z +x;; otherwise

wherec; ;, andz; ; being finite positive constants, anbe- ~ W(Zscout) < 3 W (Zopt) + +(4 - logy B +5) - @.
ing a size of the message.

As one can easily verify, the analysis of Section IV-C still Thus, the competitive ratio of the Scout algorithm is
holds for the Miser strategy in our new model. In particulae, % + 3. In other words, we obtain a linear gain in the
competitive ratio of the strategy in case of the single blpek total cost which is roughly the ratio between the minimaésiz
path throughout the deadline duration remaiitog B). active message (the scout), and the average size of the pranag

However, if one partition the message into smaller pietes, tment message. Section VII-A shows a comparative simulation
Miser strategy can be improved in the new model. Indeed, $tudy of theScoutstrategy in the size-dependent parking cost
the Miser strategy, the message goes back and forth betwegrdel.
the blocked node, and the node resulting in the cheapestifoun
trip itinerary for phasej of the algorithm. The cost of theseA. Size-Dependent Model Simulation Study

recurring round-trip itineraries can be minimized if wegblily  The simulation study of this section is similar to the one of
change our basic on-line strategy. In the following secti@n gsection V. We use the same two cost modelgamid and
describe a modified Miser algorithm that takes advantageeof tniform as before. However, the parking weights generated at
extended cost model. We call this versiBoout the beginning of each run are treated as coefficientgpark-

As the size of the minimal message that can be sent over Ih@ self-links weights) in the model above. Throughoutlad t
network decreases, so does the cost of probing the bloaked ligjmylations we use message deadliné®00 time units, the
Thus, the Scout heuristics asymptotically converges tdthp gt blocking time is drawn frorty (10, D/2), the message size

strategy discussed in Section IV-D. is fixed at1024, and the scout size is fixed &8, i.e., the ratio
between the bulk of the message and the scatit is
VII. SCOUT STRATEGY Figures 16 and 17 show the relative performance of all algo-

Let s, be theminimal MTU allowed by the underlying rithms in the size dependent linear cost functions model.
communication network. Then we may take an additional ad- TheScoutheuristics becomes more advantageous when paths
vantage of the active network paradigm, by allowing the misbecome longer. This is natural since longer paths exhibit
message to spawn a minimal size, zero cesbutmessage on sharper differences in parking cos&coutis superior also over
demand as explained below. short paths when there exist large differences in the pagrkin

As long as no linken-routeto the destination is blocked, thecosts.
message moves forward, as it was the case with the Miser stratObviously, as the ratio between the whole message and the
egy. If a blocked link is encountered at nodg the algorithm scout increases, thgcoutalgorithm saves more. We assumed
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versing the links and parking in the nodes, the problem of
finding a minimal weight path is, generally speaking, difsr
from that of finding a path with minimal delay. The resulting
paths are not necessarily simple and not necessarily minima
delay paths since, in general, delays are independent fiem t
weights.

The well-known optimality principle [9], stating that a sub
path of any optimal path is itself an optimal path, widelydise
for finding a minimal weight path in a static network, is not
valid for time-dependent networks.

In [4], the most general model for time-dependent networks
has been studied, and similar, but more restricted optiynali
principle has been established. We have discussed thigpen
in Section IV-A.

In [4], the weight functions are assumed to be known in ad-
vance. Thus, this work, essentially solves ofitline problem.

Very few studies of the on-line variant of the problem ex-
ist. One special case is known as anadian Traveler Prob-
lem [10], [6]. In the original version of this problem, stud-
ied in [6], a topology of the network (the map) is known in a
advance. Each link is assigned a strictly positive finiteagel
However, the map is unreliable. When a traveler following a
minimal delay path, arrives to a certain hop, it may be impos-
sible to proceed to the next hop since the next link is blocked
(has infinite weight). Once a link is blocked it remains bledk
forever. The problem is to travel from a source to a destina-
tion minimizing total trip time. In [6], it was shown that if
the number of blocks is infinite then finding an on-line styste
with a bounded competitive ratio is P-SPACE Complete. The
problem remains hard even if the blocks later recover as show
in [10] for Recoverable CTHnN [10] an exponential algorithm
for a variant ofRecoverable CTEhat was called-block recov-
erable CTPwas presented. The difference of this problem from
the original variant is that the number of blocks is fixedand
that links recover after a finite period of time.

Also, in [10], a polynomial time strategy minimizing the&bt
travel time from one vertex to another in such time-depetden
network was presented. The crucial assumption made for
achieving this solution was letting the link down time pelso
be smallerthan the all internodal delays. This allowed an ele-
gant recursive solution. Indeed, it is obvious how to sohe t

ratio of8 in our simulations, but the ratio may easily be at lea@roblem fork = 1. We just need to construct a minimal de-
two orders of magnitude in practice, which would m&eput lay path, between the source and the destination, and foy eve

a preferable on-line strategy.

VIIl. RELATED WORK

vertex on this path, we need to construct a minimal delay path
from this vertex to the destination. As long as there is naklo
the traveler just advances along the minimal delay path. If a
blocked link occurs, the traveler switches to an altermgpiath

The problems studied in this paper have much in commanilt from this vertex to the destination. Since onlylock in
with the well known problem of finding a minimal weight paththe whole networkmay occur wherk = 1, this algorithm is
Finding a minimum weight path in a static network has longuaranteed to work. And it, obviously, has a polynomial run-
been the subject for extensive research [7]. The same proiig time. Now assume that we solved the problenkfer m,
lem for networks with time-dependent edge lengths has besmd wish to solve it fok = m + 1. If the traveler gets stopped
most extensively studied studied by [8]. Pseudo-polynbmiday the block it may use an alternative (next minimal delaypat
time algorithms for computing the minimal delay path in suchnd because of the assumption on the inter-nodal delay being
networks when delay functions are known, have been demdarger than any blocking time, when the traveler arrivesrto a

strated.

other node there are = m blocks in the networks. The case

As was pointed out by [4], if real (even if strictly positive)that we already solved.

time-dependent link weight functions are associated wih t

Unfortunately, the assumption on the blocks being shorter
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