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Abstract—We consider the problem of communications over
the binary symmetric channel with feedback, where the in-
formation sequence is made available in a causal, possibly
random, fashion. We develop a real-time variant of the renowned
Horstein scheme and provide analytical guarantees for its error-
probability exponential decay rate. We further use the scheme
to stabilize an unstable control plant over a binary symmetric
channel and compare the analytical guarantees with its empirical
performance as well as with those of anytime-reliable codes.

I. INTRODUCTION

While feedback cannot increase the capacity of memory-
less channels [1, Ch. 7.12], it can dramatically reduce the
probability of error and the complexity of the communication
schemes that achieve them. For the binary symmetric channel
(BSC), a horizon-free sequential scheme was proposed by
Horstein [2]; it was rigorously proved to attain capacity
by Shayevitz and Feder [3] for this and other channels,
via its generalization—the posterior matching (PM) scheme.
Exponential error-probability guarantees, for the finite-horizon
setting, were constructed in [4]–[7]. An exponential bound on
the error probability in the horizon-free case has been devised
by Waeber et al. [8], although this bound becomes trivial for
rates much below the capacity.

The availability of instantaneous noiseless feedback ob-
viates the need of transmitting long error-correcting codes
across long epochs, and enables instead the use of sequential
communication schemes, by providing full knowledge of the
receiver’s state to the transmitter. A class of problems where
this may have powerful implications is that of stabilizing an
unstable control plant over a noisy channel. In particular, in
the presence of feedback, the structure of the horizon-free
PM decoder seems to match the structure of anytime reliable
decoders (proposed for stabilizing unstable linear plants over
noisy channel [9]–[11]).

However, the classical PM schemes assume that the entire
information (possibly infinite bit) sequence is available essen-
tially non-causally to the transmitter, prior to the beginning
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Fig. 1. Figure shows the transmission of a stream of bits which arrive at the
encoder at random times Ti. The arrival times are available at both at the
encoder and decoder.

of transmission. That is, they are sequential with respect to
the transmitted sequence (codeword) but not with respect
to the information sequence. Consequently, the non-causal
knowledge assumption precludes the use of the classical PM
scheme for real-time and control scenarios, in which the data
to be transmitted is determined in a causal fashion.

In the current work, we consider a real-time setting, de-
scribed in detail in Sec. II, in which the bits arrive to the
transmitter one-by-one at random times, under the assumption
that the inter-arrival times (time-arrival differences) have a
known finite support. We construct, in Sec. III, a causal
(horizon-free) PM scheme for this setting, i.e., a scheme that
is sequential with respect to both the information and the
transmitted sequences. We provide exponential guarantees for
the error probability akin to those of [8], in Sec. IV.

We apply the proposed scheme, in Sec. V, for control over
a BSC with feedback and compare its analytic and empirical
stabilization performance with those of the anytime-reliable
codes of Sahai and Mitter [9] that use no feedback but are
computationally demanding, as well as with those of Simsek
et al. [12],1 in Sec. V-A. We conclude the paper with a
discussion, in Sec. VI.

Notation: N denotes the set of natural numbers. For k, t ∈
N, k < t, the sequence {sk, sk+1, . . . , st} is denoted as
stk. For M ∈ N, the sequence of integers {1, 2, . . . ,M} is
denoted [M ]. The binary entropy of probability p is denoted
by h(p) = −p log p−p̄ log p̄ with p̄ := 1−p; all logarithms in
this work are to the base 2. For any probability mass function
(pmf) p, let p

⊗
i denote p convolved with itself i times.

II. PROBLEM FORMULATION

The transmitter wishes to transmit an infinite stream of
bits over a BSC with cross over probability p ∈ (0, 1/2).
We assume the bits are revealed to the transmitter causally
at arbitrary (possibly random) times, as follows. Let {Ni}i≥1

1Analytic guarantees for the scheme of [12] exist only for the case in which
the entire information sequence is known in advance, which corresponds, to
the case of stabilizing an unstable linear system with possibly unknown initial
conditions but with no system disturbance.



be an i.i.d. random process where each Ni ∈ [nmin, nmax],
and has a pmf pN . Then the i-th bit arrives at time Ti :=∑i−1
j=1Nj + 1 for all i ≥ 2 with T1 = 1. Notationally, we

consider the infinite bit sequence as the binary expansion of
a single message point Θ uniformly distributed over the unit
interval i.e., Θ ∼ Unif[0, 1).

Remark 1 (Periodic arrival times). An important special
instance of this framework is the case of deterministic and
periodic arrival times with, in which a new information bit is
revealed every (fixed) n ∈ N time steps.

We now define the feedback communication scheme of an
information bit sequence that is made available causally to
the encoder with random inter bit-arrival times, depicted in
Fig. 1. We assume the times at which the bits are revealed
to the transmitter are known at the receiver. The encoder E
is described by a sequence of (causal) functions {Et}t≥1. For
any i ≥ 1, let si1 denote the first i bits of binary expansion of
message point Θ ∈ [0, 1). Assuming the first bit is available
at the beginning, the encoder has access to the first i bits at
time t2, for t ≥ nmin(i− 1) + 1 with a non-zero probability
and for t ≥ nmax(i− 1) + 1 with probability 1. Furthermore,
after t−1 channel uses, the encoder has access to past channel
outputs yt−1

1 due to the availability of feedback. Provided that
the first i bits are available, at time t, a causal encoder with
feedback emits a channel input symbol xt ∈ {0, 1}:

xt = Et
(
si1, y

t−1
1

)
.

The decoder D is described by the sequence of functions
{Dt}t≥1. After observing t channel outputs, if the first i
bits are available, the decoder outputs a vector of estimates
of all the bits available at the encoder thus far, ŝi1(t) =
[ŝ1(t), ŝ2(t), . . . , ŝi(t)] ∈ {0, 1}i:

ŝi1(t) = Dt
(
yt1
)
.

For any i ∈ N at any time instant t ≥ nmin(i − 1) + 1, we
aim to analyze the probability of error in decoding the first j
bits P

(
ŝj1(t) 6= sj1

)
for 1 ≤ j ≤ i. Since the bits that arrive

early get encoded for longer it is natural to expect that the
probability of error in decoding the older bits is smaller than
that in decoding the newer bits.

III. CAUSAL POSTERIOR MATCHING STRATEGY

In this section, we propose a causal PM based encoding
and decoding strategy to transmit a causally available message
where the inter bit-arrival times are random.

First, we provide an overview of the strategy. At time t,
suppose the first i bits are available to the encoder. Consider
a unit interval [0, 1] and divide it into bins of equal length 2−i.
The message point Θ is located on the unit interval, whose
the first i bits si1 provide the index of the bin containing Θ,
where an index belongs to {0, 1, . . . , 2i − 1}, containing Θ.
The encoder and decoder maintain a posterior probability of
the message point Θ belonging to each bin after observing

2This time t depends on the index of the last bit revealed to the transmitter.

the past channel outputs. For the next Ni channel uses,
we use causal posterior matching (described in detail in
Sections III-B and III-C below) to encode the first i bits and
perform a Bayesian update to the posterior probability of Θ
given the received channel outputs. After these Ni channel
uses, a new bit arrives. Then, we divide each bin from the
previous 2i bins into 2 bins, resulting in 2i+1 bins in total.
Furthermore, we equally divide the posterior probability to
accommodate the new bit. Now, the first i + 1 bits provide
the index of the bin containing Θ on a grid with 2(i+1) bins.
This process of dividing the existing bins and the posterior
probability to accommodate a new bit continues in a horizon-
free manner. At any time t ≥ 1, the bits which provide the
index of the bin that contains the median of the posterior
distribution are declared as estimates of the bits available at
the encoder.

A. Preliminaries

Let BSC(p) denote a BSC with cross-over probability p ∈
(0, 1/2) with input X ∈ {0, 1}, output Y ∈ {0, 1}:

P(Y = y|X = x) =

{
p if y 6= x,

p̄ if y = x.

Let C(p) := 1− h(p) denote the capacity of BSC(p).
Suppose after t channel uses, the encoder has ac-

cess to i bits. The decoder maintains a posterior distri-
bution of Θ after observing t channel outputs yt1, i.e.,
PΘ|Y t

1

(
Θ ∈ [(k − 1)2−i, k2−i)

∣∣yt1) for all k ∈ [2i]. Let
denote by FΘ|Y t

1
the corresponding posterior cumulative dis-

tribution function (CDF) of posterior probability distribution.
Due to the presence of feedback, the posterior distribution
maintained by the decoder is available to the encoder as well.
We refer to the point F−1

Θ|Y t
1

(1/2|yt1) as the median of the
posterior probability distribution at time t.

The following definitions will be useful, as we shall see, in
describing the causal PM strategy. For every n ∈ N, let β(n)
denote the solution of the following equation

β = ψ∗(β)− 1

n
, (1)

where ψ(λ) := − log
{

(2p)λ + (2p̄)λ
}

+ 1, and

ψ∗(β) := sup
λ>0

(ψ(λ)− λβ) (2)

denotes its Legendre–Fenchel transform. Further denote by
λ∗(n) ∈ [0, 1] the λ that achieves the supremum in (2) when
ψ∗(β) satisfies (1). We are now ready to describe the causal
PM strategy in detail.

B. Encoder

Fix a parameter λ ∈ {λ∗(nmin), λ∗(nmax)}. Suppose only
the first i bits of the message Θ are available, the encoding
is performed as a function of the first i bits. Let k(t)

i ∈ [2i]
denote the index of the bin containing the median F−1

Θ|Y t
1

(1/2)

in the grid with resolution 2−i, i.e,(
k

(t)
i − 1

)
2−i < F−1

Θ|Y t−1

(
1/2
∣∣yt1) ≤ k(t)

i 2−i.



Let d(t)
1 and d(t)

2 denote the interval lengths to the left and to
the right of the median in bin k(t)

i , respectively.

d
(t)
1 := F−1

Θ|Y t−1 (1/2)−
(
k

(t)
i − 1

)
2−i,

d
(t)
2 := k

(t)
i 2−i − F−1

Θ|Y t−1 (1/2) .

Note that d(t)
1 , d

(t)
2 ≤ 1/2. Define further, for any λ ∈ [0, 1],

π
(t)
1 (λ) :=

h(λ, d
(t)
2 )

h(λ, d
(t)
1 ) + h(λ, d

(t)
2 )

, π
(t)
2 (λ) := 1− π(t)

1 (λ),

where h(λ, d) := (1− 2(p̄− p)d)
−λ − (1 + 2(p̄− p)d)

−λ.
Conditioned on the past observations yt−1

1 and the first i bits
that are available, with probability π(t)

1 (λ) (resp. π(t)
2 (λ)), the

encoding is

Xt =

 0 if 0.si1 ≤
(
k

(t)
i − 1

)
2−i (resp. k(t)

i 2−i),

1 if 0.si1 >
(
k

(t)
i − 1

)
2−i (resp. k(t)

i 2−i).

Whenever a new bit arrives, the encoder divides each of the
previous bins into two equal-length bins with equal posterior
probabilities. That is, for all i ≥ 1, after t =

∑i
j=1Nj + 1

channel uses, when the (i+ 1)-th bit arrives, the encoder sets

PΘ|Y t
1

(
Θ ∈

[
(2k − 1)2−i−1, (2k)2−i−1

)∣∣yt1)
= PΘ|Y t

1

(
Θ ∈

[
(2k − 2)2−i−1, (2k − 1)2−i−1

)∣∣yt1)
=

1

2
PΘ|Y t

1

(
Θ ∈

[
(k − 1)2−i, k2−i

)∣∣yt1) , ∀k ∈ [2i].

C. Decoder

Upon receiving the channel output at time instant t, the
decoder performs a Bayesian update to the posterior of Θ. For
k < k

(t)
i , since FΘ|Y t−1

1

(
k2−i

∣∣yt−1
1

)
≤ 1/2, the Bayesian

update is given as follows. With probability π(t)
1 (λ):

FΘ|Y t
1

(
k2−i

∣∣yt1)
FΘ|Y t−1

1

(
k2−i

∣∣yt−1
1

) =


p

1
2 +(p̄−p)d(t)1

if Yt = 1,

q
1
2−(p̄−p)d(t)1

if Yt = 0,

and with probability π(t)
2 (λ):

FΘ|Y t
1

(
k2−i

∣∣yt1)
FΘ|Y t−1

1

(
k2−i

∣∣yt−1
1

) =


p

1
2−(p̄−p)d(t)2

if Yt = 1,

q
1
2 +(p̄−p)d(t)2

if Yt = 0.

For k ≥ k
(t)
i , since 1− FΘ|Y t−1(k2−i) < 1/2, the Bayesian

update rule can be specified similarly.
At any time instant t, the decoder generates an estimate

Θ̂t = F−1
Θ|Y t (1/2|yt1) of Θ. The estimates ŝi1(t) of the first i

bits are the bits associated with the bin containing the median.
Furthermore, when a new bit arrives, similarly to the encoder,
the decoder divides each bin into two equal-length bins with
equal posterior probabilities.

Remark 2. In the special case where the median coincides
with the (right) end point of the bin, k(t)

i 2−i, the encoder
transmits 1 if si1 bits are to the right of the median and—
0 otherwise. Furthermore, the decoder’s update reduces to

the update of non-causal PM, where each FΘ|Y t−1(k2−i),
k ≤ k

(t)
i − 1 and similarly 1 − FΘ|Y t−1(k2−i), k ≥ k

(t)
i ,

expands by 2p̄ or shrinks by 2p.

Remark 3. For any i ≥ 1, for all t ≥ Ti, the encoder has
access to the first i bits and hence the number of bins is at
least 2i. In other words, from time Ti to t, the causal PM
strategy operates on a grid whose resolution is finer than 2−i

and hence updates the bin end points of FΘ|Y t according to
the grid of resolution 2−i. This implies that, for all t ≥ Ti, we
always encode the first i bits along with the newly available
bits. Furthermore, although we assume bits arrive one at a
time, the strategy and our analysis can be extended to the
case where k ≥ 1 bits arrive at a time.

IV. MAIN RESULTS

In this section, we provide our main result on the error
exponent attained by the causal PM strategy.

Theorem 1. Consider the causal PM strategy with parameter
λ over a BSC(p). The i-th bit arrives at the encoder at a
random time Ti, whose pmf is p

⊗
i

N , where the inter-arrival
times satisfy N ∈ [nmin, nmax]. Then,

1) For λ = λ∗(nmin), the probability of error in decoding
the first j ∈ [bt/nminc] message bits after t channel
uses is bounded by

P
(
ŝj1 (t) 6= sj1

∣∣∣Tj−1 < t
)

≤ κE
[

2−β(nmin)(t−Tj)
∣∣∣Tj−1 < t

]
, (3)

where β(nmin) is the solution of (1) for n = nmin and
where κ is a finite positive constant.

2) For λ = λ∗(nmax), the probability of error in decoding
the first j ∈ [bt/nmaxc] message bits after t channel
uses is bounded by

P
(
ŝj1 (t) 6= sj1

)
≤ κ

(
2−β(nmax)(t−nmax(j−1))

)
, (4)

where β(nmax) is the solution of (1) for n = nmax and
where κ is a finite positive constant.

Theorem 1 shows that the causal PM strategy can operate
in two regimes based on how the randomization π

(t)
1 and

π
(t)
2 are shown given the past observations and the number

of bits available at the encoder is chosen, i.e., based on the
parameter λ. In regime 1, causal PM can be thought of as
operating in a “high-rate regime”, since it decodes all the
arrived information bits, but with a lower error exponent
of (3), corresponding to β(nmin). In contrast, in regime 2,
causal PM can be thought of as operating in a “low-rate
regime”, as it decodes only the first bt/nmaxc bits, but with
a higher error exponent of (4), corresponding to β(nmin). A
similar analysis can be done for λ ∈ (λ∗(nmin), λ∗(nmax)),
however we leave that for future work.

The proof above theorem is available in the supplementary
material [13]. The proof relies on the analyzing the tails of the
posterior probabilities min{FΘ|Y t

1
(θ|yt1) , 1 − FΘ|Y t

1
(θ|yt1)}



Plant
Zt+1 = αZt +Wt + Ut

SensorController Channel

ZtWt
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XiYi

Fig. 2. A scalar linear plant that is controlled over a noisy channel. The
Sensor transmits to the controller over a noisy channel with feedback; n
channel uses {Xi} per control sample Zt are assumed.

for θ ∈ (0, 1) inspired by the analysis in [8]. However, the
analysis of the expected value of decay of the tails is based
on the analysis of Burnashev and Zigangirov in [4].

Corollary 1 (Periodic arrival times). Consider the causal PM
strategy with parameter λ over a BSC(p). The i-th bit arrives
at the encoder at time Ti = n(i−1)+1, i.e., the inter-arrival
time is constant n ≥ 1. Then, for λ = λ∗(n), the probability
of error in decoding the first j ∈ [bt/nc] bits of a message
after t channel uses is bounded by

P
(
ŝj1 (t) 6= sj1

)
≤ κ

(
2−β(n)(t−n(j−1))

)
,

where β(n) is the solution of (1) for n, and where 0 ≤ κ <∞.

V. APPLICATION TO CONTROL OVER NOISY CHANNELS

Consider the problem of stabilizing an unstable scalar plant,

Zt+1 = αZt +Wt + Ut, (5)

where α > 1, the initial state is a random variable Z0 ∈
[−∆,∆], the disturbances {Wt}t≥0 are i.i.d. with a bounded
support Wt ∈ [−W,W ] and Ut is a control signal applied by
the controller at time t. The controller, that generates Ut, is
separated from the sensor that measures Zt by a BSC(p) with
feedback, i.e., n channel uses per each control sample Zt are
available. For η ≥ 1, we want to stabilize the η-th moment,
i.e., supt E[|Zt|η] < ∞. To that end, suppose the observer
quantizes the plant measurements into 1 bit, which implies a
new bit arrives after every n channel uses. This is a special
case of our strategy where the inter-arrival time of the bits is
fixed (recall Rem. 1). This model is depicted in Fig. 2.

Remark 4. For the ease of exposition, we consider a 1 bit
quantizer but the strategy can be extended to a k-bit quantizer
for any 1 ≤ k ≤ n.

To stabilize the plant it suffices to apply a control signal
Ut = −αẐt, where {Ẑt}t≥1 satisfies supt E[|Zt−Ẑt|η] <∞.
The following corollary provides the values α for which the
plant can be stabilized.

Corollary 2. Consider the plant of (5) for α > 1 observed
through a BSC(p) with feedback with a budget of n channel
uses. Then, for all η ≥ 1, the plant is η-stabilizable, i.e.,
supt E

[∣∣∣Zt − Ẑt∣∣∣η] <∞, for

logα ≤ min {1/n, β(n)/η} , (6)

where β(n) is the solution of (1).

Proof: We use the causal PM strategy to transmit the
quantized plant measurements over a BSC(p) with feedback.
This is a special case of our causal PM strategy where
the inter-arrival time of the bits is a constant n, hence we
set λ = λ∗(n). For each step of the plant evolution we
convey one bit over n channel uses. Corollary 1 provides
the following guarantees on the estimates generated by the
causal PM strategy

P
(
ŝj1 (nt) 6= sj1

)
≤ κ

(
2−β(n)n(t−j)

)
,

for all j ∈ [t], where β(n) is the solution of (1). Hence, using
[9, Theorem 4.1] we have that the plant is η-stabilizable if
(6) holds.

Remark 5. The constraint logα < 1/n ≤ 1 is due to a
1-bit quantization requirement that we implicitly impose by
assuming that a single bit arrives at a time. This requirement
can be lifted by allowing higher quantization rates, along with
the appropriate adaptation of the proposed scheme, at the
price of reducing the error exponent β. In other words, two
conflicting effects can be seen in the problem of stabilizing an
unstable plant over a noisy channel: (i) Source quantization:
we wish to maximize the quantization resolution to allow for
finer source approximation, however this results in higher
channel-coding rate since more bits have to be sent over
a given channel budget n (ii) Channel coding: we wish to
minimize the channel-coding rate to minimize the error due
to decoding, i.e., to maximize the error exponent. These two
effects are manifested by the two minimands in (6).

Remark 6. As a consequence of Corol. 2 , for a given η ≥ 1
and p ∈ (0, 1/2), we obtain a lower bound R(p) on the
maximum rate (i.e., minimum channel budget d1/R(p)e) at
which the communication channel BSC(p) can be operated
such that the plant (5) is η-stabilizable for some α > 1.
Using (1), note that we have

min

{
1

n
,
β(n)

η

}
≥ max

β>0
min

{
β

η
,

1

η

(
ψ∗(β)− 1

n

)
,

1

n

}
Hence, using Corol. 2, this implies that R(p) is the largest
R > 0 that satisfies the following equation:

ψ∗(ηR) = (η + 1)R.

In other words, we obtain that 2R(p) is a lower bound on the
largest α for which the plant (5) can be η-stabilized over a
BSC(p) for any channel budget n > 1.

A. Simulations for Control over Noisy Channels

For various values of channel budget n ∈ N we numeri-
cally compute the bound provided by Corollary 2 on largest
eigenvalue α for which a plant is stabilizable. Fig. 3 shows the
largest eigenvalue α as a function of inverse of the channel
budget, i.e. rate, for different values of crossover probability
of a BSC. This illustrates that the causal PM-based scheme
can stabilize the plant for α values that are strictly greater than
one for the considered crossover probabilities by choosing
channel budget appropriately.



0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
1
n

1.00

1.02

1.04

1.06

1.08

1.10

1.12
α

p = 0.05
p = 0.1
p = 0.15
p = 0.2
p = 0.25

Fig. 3. The maximum eigenvalue α of a plant that is stabilizable using the
causal PM strategy over a BSC(p) as a function of inverse of channel budget
1/n for various values of p.

We compare the performance of the proposed causal PM
strategy with previously proposed upper and lower bounds
for the maximal value of α for which the plant (5) can be
stabilized. Fig. 4 compares the stabilizability of a system as a
function of the crossover probability of a BSC. The empirical
as well as the theoretical performance of both the causal PM-
based strategy and a strategy proposed by Simsek et al. [12]
(albeit for the interference-free case: Wt ≡ 0), as well as the
Sahai–Mitter lower bound without feedback (anytime-reliable
tree codes) of [9] and the capacity upper bound are illustrated.
From Fig. 4 we see that the bound 2R(p) on α, provided by our
analysis of the causal PM-based scheme, is rather conservative
in comparison to its empirical performance. The latter clearly
outperforms the Simsek et al. strategy [12] (for which the
analysis is rather tight) and exceeds the Sahai–Mitter lower
bound. This demonstrates that the causal PM-based strategy
provides better performance both in terms of stability and
complexity. We further note that the causal PM-based scheme
can stabilize the plant for α values that are strictly greater than
one for all crossover probabilities p ∈ [0, 1/2), even under the
provided conservative analysis. This is in stark contrast to the
strategy of Simsek et al., which can stabilize unstable plants
only below a certain threshold crossover probability.

VI. CONCLUSIONS AND FUTURE WORK

We considered the problem of transmitting an infinite
stream of bits over a BSC where the bits are revealed to the
transmitter causally and the inter bit-arrival time may be
random. We proposed a causal PM strategy and provided
guarantees for the error exponent of the decoded bits using
this strategy. The causal PM is parameterized by λ(n) which
decides the randomization of the encoding functions. Hence,
it implicitly decides the number of bits decoded and their
error exponent. We derived explicit results for two extremes
of λ(n). An interesting area of future work would be to extend
our analysis to any λ between these two extremes. Another
important future direction is to extend our analysis to the case
where the bit arrival times are unknown at the receiver.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

p

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

Capacity Upper Bound

PM strategy (Empirical)

Sahai--Mitter lower bound

PM Strategy (Analytical)

Simsek et al. Strategy (Empirical)

Simsek et al. Strategy (Analytical)

Fig. 4. The maximum eigenvalue α of a plant that is stabilizable over a
BSC(p) as a function of p using: the causal PM strategy (analytically and
empirically), the Simsek et al.strategy [12] (analytically and empirically), the
Sahai–Mitter tree-code lower bound [9], and the capacity upper bound.

Furthermore, we applied our strategy to the problem of
stabilizing a control plant over a BSC. We provided analyt-
ical guarantees on the maximal plant eigenvalue for which
the plant can be stabilized using causal posterior matching.
Closing the gap between our analysis and the empirical
performance is an important area of future.
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