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Abstract— The Gaussian parallel relay network problem con-
sists of transmitting a message from a single source node to a
single destination node, through a layer of parallel relay mdes.
The source is connected to the relays by a Gaussian broadcast
channel, while the relays are connected to the destinationyp W XBC
a Gaussian multiple access channel. When the channels ard al
white with the same bandwidth, and the relays cannot decode Power Pac
the message, the best known strategy is “amplify and forwary
which achieves the coherence gain of multiple relays. We ppmse
a strategy which achieves this gain even when the noises are
colored or the channels have different bandwidths. To that d we
use analog modulo-lattice modulation of the codewords in ta BC,
and then forward the estimated codeword by each of the relays
to the MAC. This modulation allows the relays to re-match the
signal to the optimal spectrum of the MAC, thus demonstratirg Figure 1: The Parallel Relay Network
how a channel problem can gain from a joint source/channel
approach. We show that this strategy is asymptotically opthal with a multiple access channel (MAC) from the relays to

in some limiting cases, and that it outperforms the known the destination. A rate? is admissible if a coding scheme
alternatives in most other cases, where the optimum is unkr_wn. exists where each 0[2”R] equiprobable messages can be
We also demonstrate how to improve the achievable rate in the . o .
original white problem, for some signal to noise ratio valus. reconstructed with arbitrarily low probability of erroma the
network capacityC is the supremum of all such rates.
|. INTRODUCTION The presentation in [15] concentrates on the 2-relay sa@nar
The Gaussian parallel relay network was first introduced lwith white noise sequences, and emphasizes the symmetric
Schein and Gallager [15]. It differs from the relay chann@ase. Two strategies are suggested there: The first detiode
[8] by having more than one relay, and not having a direand forward (DF) strategy, in which the relays reliably decode
connection between the source and the destination. the message and forward it coherently to the destination.
In the network model of interest, depicted in Fig. 1, dhe second isamplify and forward (AF), where the relays
messagell needs to be recovered at the decoder. We derward their inputs, applying only power adjustment. Agai
sume a discrete time model, where the encoder and edle@ transmission is coherent, up to the the BC noises carried
relay transmit am-dimensional block, and such blocks aren to the MAC. The coherence improves the signal to noise
denoted in bold. The additive mutually-independent noese gatio (SNR) experienced by the decotldt is shown that DF
guence¥,--- ,Zy, Zuac are stationary Gaussian of spectrés optimal when the BC SNR is high compared to the MAC
S1(2),- -+, Sm(2),Swac(z), respectively. The encoder andSNR, while AF is optimal in the limit of high MAC SNR (for
the relays are subject to average power constraints: any fixed BC SNR). In [4] the discussion is extended to any
1E||X 12 < A number of relays\/, and it is shown that AF is optimal in the
BC > BC .. .
n limit of large M. In general, if the relays cannot decode the

o™

Power Py,

lE”XmHQ < P, om=1,.- .M, message, AF (or time sharing between AF and DF, see [14])
n is the best known strategy.
where || - || denotes the Euclidean norm. We will mostly In this paper we extend these results to arbitrary noise
concentrate on theymmetric case: spectra. Specifically, we treat the case where the BC and MAC
S1(2) = - = Sui(2) LN (2) s_ecthn_s have different noise colors, and then fpr the sa’ike_ o]
! M . BC simplicity we assume that each of them is still symmetric
P=---=Py = Puac . (1) (1). In such a case, it is clear that AF is suboptimal, as the

. . . transmission cannot be simultaneously matched to channel
This network can be conveniently viewed as the concatematio : : . :
inputs of different optimal water-filling spectrum by limea

of a broadcast (BC) channel from the source to the relaynsléans. An important special case, is where the BC and MAC

T This work was supported by a fellowship of the Yitzhak and yzha
Weinstein Research Institute for Signal Processing at V@l niversity. 1We denote this effect as coherence gain. In the context oélegis

§ This work was supported by the ISF under grant # 1234/07. communications, it is commonly known as array gain or beamifog gain.



Treating the signals in an analog manner by the relays,teesul Cc(S) 2 llog(l +9) . (2)

in using only the minimum of these two BWs. In this paper we L 2 )

show how to enjoy the full BW of each channel, as well as thlénder these definitions, we have the following upper bounds.

MAC coherence gain, even when the relays cannot decode th@roposition 2: The network capacity’ satisfies:

message. Since the relays re-match the signal to the desired

spectrum, we term this strategy “rematch and forward” (RF). C < pC (M Segc) (3a)
Since the relays cannot decode the message, the transmis- C < C(MSwuac) - (3b)

sion over the BC section hagaint source/channel flavor. We

apply a variant of the Analog Matching joint source/channe

colored broadcasting scheme [6], [7], based on analog med

lattice modulation [12]. In the sequel we show the advantdge

this specific technique over other joint source/channedisets

in this setting. Regarding the MAC section, the advantage

joint source/channel methods in the presence of BW mismat

was shown in [9]. However, the situation we have is differen®

since we treat noisy estimations of the same source rather t

uncorrelated sources.

| proof outline: For both bounds, assume cooperation between
e relays, and use the data processing inequality. (@l
iImmediately, taking into account the BW ratjo For (3b),
consider the AWGN betweerznj\f:1 X,, and Yyac. For
fgiven power, the mutual information is maximized by a
%ussian input, and the maximal input powef?Pyac is
chieved when all the relays transmit the same signal.
Assume the use of a white Gaussian codebook, designed for
the MAC BW, with powerPyac. If we hadp = 1, we could

use the amplify and forward (AF) strategy. In this stratdébg,

Il. PRELIMINARIES: MODULO-LATTICE MODULATION decoder receives:

Let A be aK-dimensional lattice. The basic Voronoi cell M

M
of Ais Vo = {x: Q(x) = 0}, whereQ(X) is the the nearest Ywac = Z:le + Zwac = 7(MXec + 2—31 Zm) + Zwac
neighbor quantizer associated with The second moment of " "=

a lattice per dimension is defined as: where~ is the relay amplification factor, resulting in network

capacity: MSuscS
1 MAC ©OBC
2 _ - 2 = - 4
() = K Jy, [l e, Cae =€ (SMAC + Sec + 1) “
while the modulo-lattice operation is defined by: This capacity reflects the coherence gain of summingithe
identical signal component&gc from all relays, while the
x mod A=x-Q(x) . independent noise componerifs, are added non-coherently.

For a dither vectod, the dithered modulo-lattice operation is!n the limit Sec > Suac + 1, Car approachés(3b), while in
the limit Syac > Sgc + 1 it approaches (3a).

y=[x+d] modA . We extend this property to 1 by turning the BC channel

If the dither vectord is independent ofx and uniformly into an equivalent mutually independent AWGN (of the MAC

distributed over the basic Voronoi céf}, theny is uniformly BW) channels from the encoder to each of the relays:

distributed over/, as well, and independent af Voo =V +Z, (5)
We shall use lattices which are simultaneously good for.

source coding and for channel coding [3]. The combination %Vth {Zr} white and independent o¥. This task can be

4 . chieved by treating the codeword as a Gaussian source,
these properties needed for our purposes is formally state : : -
. " and applying an optimal joint source/channel scheme for the
the following proposition (see [7]).

Proposition 1: (Existence of good Lattices)There exists BW expansion & > 1) or compression/ < .1) problem. .
. . : ; Many such joint source/channel schemes exist, and an opti-
a sequence of{-dimensional lattices\ i of (fixed) second

. o, o ey .~ mal R(D) = C achieving scheme will result in minimum
moment per dimension=, satisfying that ifZ is Gaussian . . o -
. . 5 9 equivalent noise power. However, schemes containingadigit
ii.d. with E{Z;} < ¢, then

information components, such as separation-based transmi

Kliinoo Pr{Z eV} =1 . sion, or hybrid digital/analog (HDA) transmission (see.e.g
[11]), would fail to producemutually independent equivalent
I1l. THE BANDWIDTH MISMATCH CASE noises, since the reconstruction of the digital componenfey

Suppose that both the BC and MAC sections of the netwoliave thesame realization of estimation error in each relay. We
are white, but of different BWs, so that we are allowed turn, then, to the Analog Matching scheme [6], which does
uses of the BC section per each use of the MAC sectiomgt include any digital information componénBpecifically,
for somep > 0. We can treat this case within the generake use an unbiased suboptimal version of the scheme, which
framework presented, by working at a sampling rate accgrdiachieves mutual independence at the cost of some rate loss.
to the wider section, and then taking that section to be whif€his loss becomes negligible at high SNR, nam&y > 1.
while in the narrower section the outband noise spectrum is _ ‘ o
infinite. We denote the (inband) SNRs of the BC and MA%‘ 2This may still happen even in the AF region, i.e. when theysleannot

. . ecode the message, for large enough
sections bySgc and Syac respectively, where the MAC SNR

; ] SAlternatively, in the special case of integer the modulo-lattice scheme
is defined w.r.t. the total power of all the relays. Let of [12] may also be used as a basis for the relay strategy.
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Figure 2: Components of the Scheme for 1 Pfgg';;m U
Whenp > 1, the error sequencd#.,,,} are fully independent. (c) Decoder

Whenp < 1, they arep-mutual independent: If 759 s Z,
passed through an ideal low pass filter of cutoff frequen&y
then{ZﬁkPF)} are mutually independent. we need these errors to be independerXgg, thus we must
The scheme is depicted in Fig. 2 for> 1 and in Fig. 3 for us€ o = 1. The resulting MSE reflects the use of this
p < 1, see the schemes in [6] for further details. For the pusnd also the use of a smallgrin order to meet the condition
pose of analysis, we assume the existence of a large nuifibeof Prop. 1. Forp < 1, the BC section is similar to the BW
of identical and mutually independent relay networks wogki compression case of the Analog Matching scheme. We apply
in parallef. These networks are treated independently, excegiilar considerations, but since we must use LPFs, we ¢anno
for the codebook encoding and decoding, and the ditherachieve independence &pgc outside the channel BW. In
modulo-lattice operations, which are performed jointlycss order to establish the-independence, we use the following
the networks. Hence, though we present the scheme for amma regarding equalization in the point-to-point setfithe
network, the codebook and the lattice have the asymptopimof for which is omitted in this outline):
properties of high dimension{ — co): We use the AWGN  Lemma 2: Suppose an AWGN channel of SNR may be
channel capacity theorem for the codebook, and Prop. 1 fmedp < 1 times per each i.i.d. codebook symbol. Using
the modulo-lattice operation. The following Lemma states t a FFE/DFE receiver, one may achieve unbiased slicer SNR
performance of the BC section. S?, where the slicer error is white angindependent of the

Lemma 1: Assume thatSgc > 1 and chooser = 1. For an codeword and of the channel input.

appropriate choice of filters and ofin the schemes of Fig. 2 Applying Lemma 1, we obtain an equivalent white network.

and Fig. 3, the estimatioV,,, of V obtained in each of the The relays use an amplification factpt = Lcl . Utilizing

relays, satisfies: A ) the decoders depicted in Fig. 2c and Fig.s%gér, and defining
lim V,, =V +Z, A2 min(p,1) | ©)

K—oo

in the MSE sense, whet§ is the lattice dimension, an#,,} ~We can lower-bound the network capacity.
are independent oV, i.i.d. Gaussian with an equivalent SNR  Theorem 1: Assume thaSsc > 1, then the capacity of the

Figure 3: Components of the Scheme fox 1

G B Psc P 1 ©) Gaussian parallel relay network with expansion fagois
BC ™~ o B¢ ' lower-bounded by:
Furthermore, forp > 1 the sequence$Z,,} are mutually o
independent, and fqgs < 1 they arep-mutually independent.  Cge 2 C ( MSM;*C (S5c — 1) 1A> . (8
(SBc + Smac)” (Sac + M Smac)

Proof outline: For p > 1, the BC section is similar to
the BW expansion case of the Analog Matching scheme [6],

where for a small enough the modulo-lattice operations in Proof outline: For p > 1, it is immediate. Forp < 1,
9 P VI is the optimal estimator oV from Yyac. The error of
hé

the encoder and the dgcoder cancel eacr_l other by P_rop. ]t estimator has a two-step spectrum, sifiZe, } are added
we were to use an optimal, we could achieve the c’pt"ﬁnumincoherently inband, but coherently outband. Then theenois

erformanceSgc = S2.~, where the error is a combination of . . .
tphe channel nE;Cise aﬁ% of the transmitted sigalHowever predictor D(z) uses past decisions to exploit the memory of
’this error.

for mutual independence between the relay estimation grror
5A slightly lower value ofc, achieving a loweSgc with some dependence

4This setting can be emulated for a single network by using rgela between the relays, will result in a somewhat better overeiformance of
interleaving table, see [5]. the scheme, but its computation is cumbersome.



IV. COMPARISON OFBOUNDS 6.5

In this section we present more inner bounds by previously
known relay strategies (see e.g. [2]), and compare these il
bounds, as well as the outer bounds of Prop. 2, with the new 5
bound in different high-SNR limiting cases. Throughousthi
section we use\ of (7).

Amplify and Forward: This strategy was mentioned al-
ready in the previous section far= 1. It may be extended
to otherp values, using filtering in the relays, yet filtering
cannot allocate energy between bands, thus we only enjoy the 25¢

Capacity[bits]
N

350 &

narrower BW, resulting in: 2t
Car = NC M (9) 5 5 10 15 20
SMAC + SBC + 1 Number of Relays
Decode and Forward:In this strategy, we use a low enough (@) p =2, Ssc = 10, Smac = 300

rate such that each relay can reliably decode the codeword
In the second stage all the relays use the same transmissior
enjoying the coherence gain. Consequently:

Cor = min(C’ (MSwac) , pC (SBC)) . (10)

35

25F
Compress and Forward: The relays digitally compress
their estimations of the codeword, and subsequently semd th
digital data over the MAC section. The performance is given .
by comparing the minimal rate of the symmetric quadratic 15}
Gaussian CEO problem [10] with the Gaussian MAC capacity.
This combination is suboptimal, since by using source/nkhan 1t
separation it fails to achieve the coherence gain (see [4]).
Using this strategy, the achievable rateGisr = pC(Scr), 0! - - - -
where Scr is given by the solution of: Number of Relays

M Sgc )M

MSgc — Scrt1 Figure 5: Capacity vs. number of relays. solid = RF, dashed
In order to compare these inner bounds, we consider theAF, dash-dotted = CF, starred = DF, dotted = outer bound.

high SNR limit.Sgc > 1. Within this limit, we further consider )
three limiting cases: for p > 1, where CF may be betteif log(Suac) > M. In

the decodable case, RF approaches the optimum performance
achieved by DF (and by AF fop > 1). In the BC-limited

MAC.'“.m'te_d: M Ssc > MSuac > Ssc case withp < 1, RF approaches the optimum performance
BC-limited: Smac > Sgc. achieved by AF.

For the_se cases, the ef_‘fecti\(e SNRs acc_ording to the dimfer_e The graphs of Fig. 5 show non-asymptotic results for two
strategies are summarized in the following table, alond\Witases. It is evident, that RF achieves the coherence gain of

Capacity[bits]
N

(b) p = 0.5, Sgc = 300, Smac = 10

(1+ Suac)? =1 +SCF< (11)

Decodable:Sgc > M Svac

the outer bounds of Prop. 2. AF for any M (which the other strategies do not), while
[Bound || Decodable] MAC-imited | BC-limited | making better use of the BW. The graphs suggest that a
Xon XX potential benefit in combining RF and DF for a low number
£ M Sune M S f relays M; Thi be achieved b f time shari
RF MS M S S P of relays M This can be achieved by means of time sharing,
i wac | (MSuacSac”) = BC as suggested For AF and DF in [14], see also the following
BC H
min (log (Swc), M%) section.
CF Smac o
-Sac V. IMPROVING THE EQUAL-BW RATE
[ outer M Swac | MP" Sge |

In this part we show how, surprisingly, our approach may

be used to improve the achievable rate even in the original

Figure 4: Comparison of bounds on the effective SNR. Th ite equal-BW  — 1) case of [15]. Consider the case
expression for CF in the BC-limited case is an outer bouﬁereM&leC > Sgc, thus DF is subéptimal yeSuac is
tight for large M. ' '

| I th limiti he RF . | 5This limit for the CF strategy corresponds to the extremes aglsere the
n all these limiting cases, the strategy Is at least fi_c capacity is high enough, so that the relay inputs may lwowered

good as the other strategies, except for the BC-limited caseost perfectly at the decoder.

4



3.55[ can be shown where using the RF strategy recursively or

combining it with the CF strategy are beneficial. The general
study of these networks is left for further research.

35

VIIl. CONCLUSION

We conclude with two remarks regarding the implementa-
tion of the RF strategy in a communication network.

Encapsulation In our presentation, we assumed that the
encoder and decoder use time-domain equalizers combined
with an AWGN code. While this approach is close in spirit to
the RF strategy, thus making the analysis simple, it is not
compulsory. Any other approach for ISI channels, such as
MLSE or DMT, can be used, making RF an alternative to AF,
regardless of other scheme components. As a consequeace, th

w
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Syac [BI condition of largeK stems from the lattice dimension only.
For high SNR, it is possible to tak& = 1 with some fixed
Figure 6: Achievable Rates by Time Sharing capacity loss, resulting iscalar relays and no excess delay

to the scheme.

not too high. In this region, time sharing between AF and DF MIMO channels: The BW mismatch framework may be
is better than any of these two used alone [14, Sec. 2.3]. Tth@ught of as a model for combining channels with a differ-
sharing strategy allocates different power to the AF and D#dt number of antennas. For example, it may reflect relays
relay transmissions, such that they effectively functicithw communicating with the end-users using one antenna, while
different SNRs, satisfying the total power constraint. using multiple antennas for the link with the base statia. F

We note that replacing AF by RF gives another degree @frecent work regarding parallel relays in the MIMO setting,
freedom in the design: The BW allocated to RF may chang€e [13], which in contrast to the present work, assumes a
between the transmitter and the relays. In other wordsgusi#igital use of the MAC section, optimized by a CF approach.
RF we may introduce an artificial BW change to the equal-
BW case. Allowing this flexibility improves the performance . o
beyond the AF time-sharing line, as long as the SNR is high? égr}nt?rry’zgdﬁ' Lee, and D.G Messerschmilligital Communication.
enough s.t. the losses of RF are small. Fig. 6 demonstrages tip) 1.m. Cover and AA. El Gamal. Capacity Theorems for theldge
improvement for two relays anflgc = 20dB. While clearly Channel.IEEE Trans. Info. Theory, IT-25:572-584, May 1979.
tis strategy s not optimal, and the improvement is smell, {2 U &, = Liyn, and 7. Zamy. Latces W e coodcsy
demonstrates that the known bounds of [14] can be improvegy m. Gastpar and M. Vetterli. On the Capacity of Large GaassRelay

Networks. |IEEE Trans. Info. Theory, IT-51:765-779, March 2005.
VI. EXTENSION TONON-WHITE SPECTRA [5] T. Guess and M. Varanasi. An Information-Theoretic Fesrark for
. . Deriving Canonical Decision-Feedback Receivers in GansShannels.
We now abandon the assumption that the noise spectra are |EEE Trans. Info. Theory, IT-51:173-187, Jan. 2005.
flat within the channel BW. In high SNR conditions (within [6] Y. Kochman and R. Zamir. Analog Matching of Colored Sasdo

, . ] . ] Colored Channels. 1hST-2006, Seattle, WA, pages 15391543, 2006.
the respective BW), the capacity gain over a white channel 1$7] Y. Kochman and R. Zamir. Joint Wyner-Ziv/Dirty-paper @og Using

1 1 - 1 - Analog Modulo-Lattice Modulation!EEE Trans. Info. Theory, submit-
AC = 3 llog/ SN(eJQ’Tf)df _/ logSN(eJQWf)df‘| . ted.
1 1
) )
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