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Stability Testing of Two-Dimensional Discrete
Linear System Polynomials by a
Two-Dimensional Tabular Form

Yuval Bistritz, Senior Member, IEEE

Abstract—A new test for determining whether a bivariate
polynomial does not vanish in the closed exterior of the unit
bicircle (is stable) is developed. A stable bivariate polynomial
is the key for stability of two-dimensional (2-D) recursive linear
discrete systems. The 2-D stability test stems from a modified
stability test for one-dimensional (1-D) systems that has been
developed by the author. It consists of a 2-D table, a sequence of
centro-symmetric matrices, and a set of accompanying necessary
and sufficient conditions for 2-D stability imposed on it. The
2-D table is constructed by a three-term recursion of these
matrices or corresponding bivariate polynomials. The minimal
set of necessary and sufficient conditions for stability consists
of testing two univariate polynomial, one before and one after
completing the table, for no zeros outside and no zeros on the
unit circle, respectively. A larger set of useful conditions that are
necessary for 2-D stability, and may indicate earlier instability,
is also shown.

Index Terms—Digital filters, discrete-time systems, linear sys-
tems, multidimensional systems, polynomials, stability.

I. INTRODUCTION

A N important issue in the design and analysis of two-
dimensional (2-D) linear discrete systems is their stabil-

ity. A 2-D system is considered stable (in the BIBO sense)
if bounded input signals produce bounded output signals. It is
the same definition that is used as well for the stability of one-
dimensional (1-D) systems with the same purpose: to ensure a
well-behaved system with predictable steady state. However,
as with other issues in processing 2-D signals, testing stability
of a 2-D system is more difficult because the simplicity of
the mathematics used for 1-D systems is absent for higher
dimensional systems. For 1-D polynomials the fundamental
theorem of algebra states that any polynomial of degree
can be factored as a product of polynomials of degree
one. This theorem does not hold for multivariate polynomials.
Consequently, polynomials obtained by thetransform of a
2-D difference equation cannot be factored in terms of lower
degree polynomials. In 1-D systems, stability testing amounts
to examining the location of the poles of the transfer function
with respect to the unit circle. Stability may be determined
either by numerical calculation of these poles or by using one
of several available algebraic 1-D stability tests that determine
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stability in a finite number of operations without determination
of the numerical values of the poles. For 2-D systems, the
former choice is not available because the poles are, in general,
not a countable set of points, but surfaces in a four-dimensional
(4-D) space that are hard to localize and are not confined to
any closed subset of the space. In spite of these difficulties,
and some further reservations that will be mentioned later, it
emerges that the main problem in stability determination of a
2-D discrete system may be stated in a manner that looks like
an anticipated generalization of the 1-D stability problem.

Problem Statement:Given a 2-D (bivariate) polynomial
determine whether it does not vanish in the closed exterior
of the unit bicircle, viz.

(1)

are used to denote the unit circle, its interior, and its exterior,
respectively, and the bar denotes closure

The paper proposes a new test for solving the stated
problem. A 2-D polynomial that satisfies (1) will
be called stable. Similarly, a 1-D (univariate) polynomial is
called stable if

(2)

The latter similarity between the conditions for 2-D and 1-D
stable polynomials is useful for the extension of 1-D stability
tests to the 2-D case, but it hides the fact that 2-D stable
polynomials relate to stability of 2-D systems in a more
complicated manner than in the 1-D case. We note also that
other notations for a discrete stable 2-D polynomial are also
used in the literature and require (simple) conversion to the
form (1). We shall dwell briefly on these subject in Section I-B.
A more comprehensive coverage on this stability problem
and its multidimensional systems background is available in
[1]–[5].

The proposed method to solve the problem is algebraic,
namely, unlike numerical or graphical stability tests, it aims at
providing a definite answer, in a finite number of arithmetic
operation, to whether (1) holds. The test consists of a sequence
of centro-symmetric matrices, referred as a 2-D table, that is
constructed by a three-term recursion of 2-D polynomials and
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of a few accompanying conditions on 1-D polynomials, that
may be examined by unit circle zero location tests. The new
method is based on the method in [6] for determining the
location of zeros of a 1-D polynomial with respect to the unit
circle, which is one of the so called immittance counterparts to
the class of Marden–Jury tables of the Schur–Cohn algorithms
for stability testing [7]. Other immittance algorithms offer
alternative solutions to additional classical (scattering) signal
processing algorithms related to the Schur–Cohn algorithm [8].

The first tabular stability test for 2-D stability was proposed
by Maria and Fahmy [9]. It was based on an early form of the
Marden–Jury 1-D stability table. Anderson and Jury proposed
to solve the problem by a polynomial Schur–Cohn matrix [10].
Subsequently, Siljak showed that for testing 2-D stability via
positive definiteness of the Schur–Cohn polynomial matrix
over the unit circle, it suffices to determine its definiteness
at a single point and positivity over of its determinant
polynomial (saving similar examination of lower principle
minor polynomials) [11]. Jury designed a modified tabular 1-
D stability test that produces explicitly the principal minors
of the Schur–Cohn matrix [12], [13] and, as such, it is
capable of combining the manageability of a tabular test with
the simplification in computation introduced by Siljak. More
recently, Hu and Jury [14] improved this test by removing
from its implementation redundant factors.

The paper develops the new test in two stages in an
order that follows the evolution of Marden–Jury type 2-D
stability tables in the literature. In the first stage, a recursion
for the construction of a sequence of matrices called the F
table is presented and a certain set of conditions that are
necessary and sufficient for stability are obtained for it. This
set of stability conditions requires the examination of several
1-D polynomials, one for each matrix in the sequence, and
determining whether they do not vanish (are positive) on
(This point of development approximately parallels the Maria
and Fahmy test.) Afterwards it is shown that it suffices to
examine only the last of these 1-D polynomials (comparable
to the single positivity test simplification in the scattering
approach [11]–[13]). In the second stage, it is first shown
that the number of rows in the matrices of the F table is
higher than necessary and a reduced size table form called
the E table is obtained. Next, the stability conditions for the
F table are shown to hold also for the E table. The decrease
in the number of rows in the E table reduces significantly
the cost of computation of the final form of the table and its
single positivity test. The transition from the F table to the
reduced E table parallels the improvement that Hu and Jury
contributed in [14] to previous 2-D tests based on the 1-D
stability test of Jury. The contribution in this paper differs in
scope in that it goes all the way from the 1-D stability test in
[6] to the immittance counterpart of the result in [14]. It also
differs from previous approaches in that, currently, the single
positivity stability condition is proved directly from intrinsic
properties of the underlying recursion. Each stage in the cur-
rent development compares well in cost of computation with
respective scattering counterpart 2-D stability tests, because
the immittance approach exhibits certain structural symmetries
that may be used to compute less entries in the 2-D table.

The derivation of the new 2-D stability test is shown in an
instructive manner without using appendices for details and
proofs. Preceding the E table with the F table is useful, not
only to follow the evolution of corresponding scattering 2-D
tests, but also to organize the derivation in a tractable order.
This mode of presentation achieves clarity without lengthening
the paper, because proofs for theorems for the E table follow
from proofs of corresponding F table theorem after a brief
explanation of the needed adjustments.

A. Notation

We shall use to denote the coefficients matrix of
a 2-D polynomial Similarly,

will denote the vector of coefficients of a 1-D polynomials
. In correspondence to the polynomial variables will

denote a vector whose entries are powers in ascending degrees
of the variable, (of length determined
by context). The notation admits reference to the above 2-D
polynomial in several ways, including

Here, is the th column of and is
the (polynomial) coefficient of when is regarded
as a 1-D polynomial in the variable. This notation does
not explicate the row indices of the entries of
which may be added as , but mainly
we shall manipulate vectors as a whole and act on columns
of matrices. Superscript will denote (conjugate) reversion,
defined for a matrix and a vector by

respectively, where denotes the reversion matrix with ones
on the main antidiagonal and zeros elsewhere anddenotes
complex conjugate.

Convolution will be denoted by, e.g.,

Convolution of a vector by a matrix will mean column by
column convolution, i.e.,

The converse operation of columnwise deconvolution (division
with no remainder) will be denoted by

and it will represent extraction of a factor common to all
the polynomials .

Notation such as or will denote pre- or post-
padding of the columns of the matrix by a shown number
of columns of zeros of the same length.
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During the process of developing the new method it will
be useful to think of the coefficient matrix of as
associated with the next function

(3)

where (of a
length determined by the context, e.g., here) and

as a function argument denotes power series to equal extent
in each of the two variables or (for
even or odd, respectively). A function such as is called
a balanced polynomial.

We shall construct for the polynomial a sequence
of matrices which are
centro-symmetric . These matrices may be linked
to either or by the above convention.
The 2-D polynomial will be of degree
in and of a certain degree in which increases
with in a manner that will be discussed later. When
reference is made to columns or entries of a matrix or vector
that is member in a sequence, the sequential indexwill
be set in brackets and precede other indexes. For example

where
is the th column of

B. On 2-D Stability and Stable 2-D Polynomials

As was mentioned already, the relation of 2-D stable poly-
nomials to stable 2-D discrete systems is more complicated
than in the 1-D case, see [1]–[5] for detailed coverage on the
subject. We give here a brief account on these differences and
on the conversion between 2-D stable polynomials, as defined
in (1), and alternative conventions that are also in use in the
literature.

Assume a system transfer function of a recursive discrete
2-D system or filter with first quadrant support consisting
of the ratio of two finite degree 2-D polynomials (a system
with different wedge support can be transformed to the first
quadrant by a simple linear mapping without affecting its
stability): say and . Assume that these
two polynomials are coprime, namely, they have no common
factors (except a constant or a linear phase term). For a
1-D system with a transfer function, say , if the
numerator and denominator polynomials are coprime, they
may not have common zeros and thus stability of the system
is determined solely by stability of . In the 2-D case,
because 2-D polynomials are not factorable in general, the
coprime polynomials and may still have
zero surfaces that intersect on at values that are then
called nonessential singularities of the second kind (NSSK)
of It was shown in [15] that NSSK may
stabilize a system with an unstable . Thus, in a strict
mathematical sense a stable is a sufficient, but not
necessary, condition for 2-D stability. It becomes a necessary
condition for stability if the system is assumed to have no
NSSK. However, as was said in [1], it appears that in practice,
recursive filter design algorithms will virtually never produce

NSSK on and, at the same time, satisfying
on Also, a system with that vanishes
on , but is stabilized by the numerator vanishing there as
well, represents a situation of zero stability margin that is not
acceptable as stable in practice. So, in a practical sense, a
stable is also a necessary condition for a system’s
stability.

There is no uniquely agreed convention to define the stable
2-D polynomial in the literature. For 1-D systems, the
transform is defined mainly in negative powers ofSo a 1-D
polynomial is stable if

Using a similarly negative convention for the
transform in two variables, a 2-D polynomial should
be defined as stable if it has the form and satisfies the relation

(4)

This convention is used, for example, in [3] and [5]. Clearly,
is stable if and only if with is

stable, and is stable if and only if with coefficient
vector is stable. Conversion from to

happens when both polynomials of a rational trans-
fer function obtained by the transform, defined with negative
powers, are multiplied by a common zero-phase factor to get a
denominator polynomial of positive powers. Several texts on
stability of multidimensional systems reach the convenience of
dealing with polynomials in positive powers simply by using
the transform defined in positive powers of its variables, cf.
[1], [2], [4]. In this case, a polynomial is created by
associating the above matrixwith positive powers of and

Thus, is stable if it has the form and satisfies the
relation

(5)

Evidently, is stable if and only if
is stable. In summary, to test the

condition (4) or (5), the test in its current form has to be
applied to Alternatively, the test (shown in
Section I-C) can be adjusted to incorporateby carrying
into it the substitution , which involves only a simple
change in the initiation of the table construction.

C. Preview of the 2-D Stability Test

Using the notation in Section I-A, we summarize here the
2-D stability testing procedure that is developed in this paper.

In the following, steps in brackets are optional steps, i.e.,
they are suggested but may be skipped. Exit marks a point at
which the algorithm may be interrupted with a is not
stable conclusion. An illustration by a numerical example will
be provided in Section V after completing the development of
the test.
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The Proposed 2-D Stability Test:To test whether
is stable, i.e., whether (1) holds, proceed as follows.

Step 1: Pre-Examinations.
Test whether is 1-D stable.
False—exit, True—continue.
Test whether is 1-D stable. False—exit,
True—continue.
[Optionally, perform additional tests for 1-D polynomials
whose stability are necessary for 2-D stability, such as

or and at , e.g.,
and exit if any of them is not stable.]

Step 2: 2-D Table Construction.
Obtain the sequence of centro-symmetric matrices

is of size
for

(25 )

For do:
[Optionally (for compute

Test whether
False—exit, True—continue.]

(26 )

Step 3: Post-Examination.

Test whether
False—exit, True— is stable.
The condition in Step 3 as well as similar optional con-
ditions for in Step
2 may be replaced by the condition

and are therefore also referred to as positivity tests.
All the mentioned 1-D polynomial tests may be carried out
algebraically by unit circle zero location tests, including [6]
that underlies the current 2-D test.

The paper is organized as follows. The Section II brings
two auxiliary results: a simplification to condition (1) and a
modification for the stability test in [6]. Section III derives
a preliminary form for the test, the F table, and its stability
conditions. Section IV derives the final form of the proposed
2-D test, the E table, and its stability conditions. Section V
makes some comments on implementation of the new 2-D
test and brings a numerical illustration. The paper ends with
some concluding remarks.

II. A UXILIARY RESULTS

This section cites first a simplification of the condition (1)
that is the starting point of most algebraic methods for testing

it. Then it modifies the 1-D stability test in [6] to a form that
is more suitable for extension to 2-D stability testing.

A. Huang–Strintzis Stability Conditions

Lemma 1: (Huang–Strintzis.) is stable if and only
if

a)

and some (6)

b)

(7)

This Lemma was introduced to the field by Huang for
[16], [1] and in its above form by Strintzis [17]. It

states that the search over (a 4-D subspace of the
bivariate complex plane) in (1) may be replaced by a search
of over just (a 3-D subspace). Other simplifying
forms of stability conditions of this kind are also known [4],
[18], but they do not seem to offer true extra computational
merit. It is possible, for example, to relate our derivation to
the Decarlo–Strintzis simplification which confines the search
to cf. [3] or [5]. This
condition represents a search of just a 2-D subspace, but
its examination requires the same effort as condition (7). It
is desirable to choose a real because then no complex
arithmetic is introduced for a real (the common case). We
fix our choice to that integrates nicely with the special
role that plays in our immittance stability conditions,
and we shall not state further the existence of alternatives.

B. Modified 1-D Stability Test

Our starting point attempts to combine Lemma 1 with the
1-D stability test in [6]. The algorithm in [6] uses a three-
term recursion with a multiplier (denoted there by that is
obtained by division of two numbers. It is desirable to obtain
a version of the test that is free of this division in order to
circumvent dealing with rational functions ofin its intended
application. Such a division-free version of [6] is derived
below. An apparent advantage of the following modification
is that when used in conjunction with Lemma 1, it admits
manipulation of only polynomials. Some additional advantages
of this modification will be noted after its presentation.

Consider a 1-D polynomial

(8)

where are complex scalars and denotes real part of.
Algorithm 1: Division-Free 1-D Table.Obtain for the poly-

nomial (8) the following sequence of polynomials
and scalars

i) Initiation:

(9)

and by assumption)
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ii) Recursion:For

(10)

and

Theorem 1: 1-D Stability Conditions.Assume Algorithm 1
is applied to (8). is stable if and only if

(11)

Proof: Denote the sequence for in [6] by
(rather than used for it in there). Compare the
recursions here with the recursion in [6] to realize that the
relation between the sequences here and
there is with

The current
necessary and sufficient conditions follow from corresponding
stability conditions in [6] via the fact that all the are real
and positive.

Remark 1: The polynomials
produced by Algorithm 1 are conjugate symmetric. is of
degree and The
normal conditions in [6] transform here to the condition that all

Normal conditions remain necessary conditions for
stability and the condition implies and is detected
by a subsequent violation of (11). However, differing from [6],
the situation does not affect the recursion because
division by has been eliminated.

Remark 2: In the forthcoming 2-D stability testing task,
and hence all will assume coefficients dependent

on The fact that the recursion moves intactly through
situations is valuable for this application because

it will save tests as to whether as a polynomials in
vanishes on Another useful property of the test in

this context (shared also with the original form) is that no
requirement on is posed. A polynomial of degree
with has (at least one) zero at infinity which implies
it is not stable. Were this test used directly for testing 1-D
stability, observation of is sufficient to determine the
polynomial as not stable (or the lower degree polynomial with
not vanishing leading coefficient may be taken, if [6] is used
to determine the distribution with respect to the unit circle
of the remaining zeros). For the current use, the fact that
the test is not obstructed by vanishing leading coefficients is
again valuable. The implied instability shows as a violation of
the stated stability condition. Indeed, the following relation is
easily derived from which it is seen
that if then , i.e., (11) is not satisfied.

III. PRELIMINARY 2-D STABILITY TEST FORM

Our intention is to apply the division-free 1-D stability test
of the previous section to test (7). It is noticed that (7) holds
if and only if

(12)

As a consequence, it is possible to test (7) by applying
the division-free 1-D stability test to rather than to

The result of application of Algorithm 1 to ,
regarding it as a 1-D polynomial inwith balanced polynomial
coefficients dependent on , is described below in
Algorithm 2. This algorithm associates with a sequence
of matrices that we call the F
table. The algorithm below uses polynomial notation in which
the matrices appear as coefficients of the sequence of polyno-
mials. Polynomial interpretation is needed for derivation of the
method. It is possible afterwards to convert such an algorithm
into operation on vectors for more obvious programming in
a matrix environment, as demonstrated for the final form of
the 2-D table.

The advantage of using rather than fol-
lows from the fact that the complex conjugate of balanced
polynomials for values retains the length of their co-
efficient vectors. Using the 1-D stability with instead,
would have doubled the row sizes of and and, as a
consequence, all the matrices in the sequence associated with

A. Construction of the F Table

Algorithm 2: The F Table (Preliminary Table Form).Con-
struct for a sequence of polynomials

by the follow-
ing recursion.

i) Initiation:

(13)

ii) Recursion:For obtain
by

(14)

B. Stability Conditions for the F Table

In order to supplement Algorithm 2 with stability conditions
we associate it with two auxiliary sequences of (conjugate)
symmetric (balanced) polynomials

(15)

A recursion that the sequence obeys is obtained
by setting in (14)

(16)

for where
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The second sequence obeys a similar recursion for

(17)

with different initiation It becomes
apparent that is a factor of all and that
are polynomials. Furthermore, all and all are
(conjugate ) symmetric balanced polynomials A
polynomial , with such symmetry, is char-
acterized by unit circle or reciprocal pairs of zero (i.e., if

then also Another consequence
of this symmetry is that all and are real

The polynomials celebrate in the following stability
theorems. The recursions they obey are brought because they
will be used in the proofs of these theorems. Note that

and in these recursions require the polynomials
and once the latter are available it is simpler to

obtain from their definition (15).
Theorem 2: F Table’s Stability Conditions. is

stable if and only if the following conditions (a) and (b) or
(b ) hold.

a)
b) for
b )

i)
ii) for

where are obtained from the F table of .
Proof: It is necessary to show that condition b) here and

in the Lemma 1 are equivalent. Assume
holds, then condition (12) holds. Assume first values

of such that For each such
Algorithm 2 is an implementation of Algorithm 1 for

Therefore, by Theorem 1,
for all if and only if is 1-D stable

as a polynomial in , i.e.,
Next, consider values for which They

need special attention because they represent values for which
the requirement in (8) does not hold. Note that they may occur
whether or not is stable. (In fact for odd
must vanish at .) Assume that for a
certain . We have to show that the stated conditions
are necessary and sufficient for stability of
as well. Let us focus on a vicinity such that is in
its interior and for . Consider the part
of the root location of that corresponds
to . As has been shown already,
for all if and only if the roots of lie in

Therefore no roots may be in also for . It remains
to negate the possibility that a branch of this mapping may
touch , i.e., that has zeros on . In the context of the
underlying 1-D stability test, zeros on were discussed under
the category of structural or type I singularity [6] and they were
shown to imply, and be implied by, a later for
some . Since all are continuous for all ,
this latter situation is possible if and only if for
that which is inconsistent with condition b).

Finally, we show that conditions b) and b) are equivalent.
Clearly, the condition on is equivalent to

on plus positivity at one point on say
Therefore the conditions in b) are replaceable

by the next pair of conditions: i)
and ii ) i ) holds if and only if

is stable by Theorem 1, and ii) and ii) are obviously
equivalent.

Remark 3: Condition b) is more practical than b). The 1-D
stability testing of is relatively simple and may precede
the construction of the table. If it is found not to be stable
then is not stable and the construction of the 2-D
table is not needed. Testing by algebraic means the condition

or the condition on (the latter is
not real valued on ) is of equal complexity. Therefore, in
the following theorems we leave stability of as part
of the requirement, even if it appears to be adding an extra
condition to the number of acompanying conditions that we
strive to reduce. We shall refer to both forms b) and ii) as
positivity conditions.

Here is a further characterization for the recursions (16) and
(17) that we shall need at a later stage.

Corollary from Theorem 2:If is stable then

i) for
ii) for

Proof: If condition b) of Theorem 2 holds then condition
i) is implied via (17) because, by definition, on .
In turn, i) implies ii). Indeed, a negation of ii) means that

for some . This implies ,
which in turn implies : a contradiction to i).

C. Reduced Stability Conditions

Let be the degree of all and of
(i.e., the row size of is The three-term

recursion (14) induces the relation

(18)

A closed form expression for can be easily obtained
by solving this difference equation for the initial conditions

It suffices to realize that the solution
is a linear combination of the two modes
that increases exponentially with due to the term with

. As a consequence, the table size
increases exponentially with and positivity tests of
polynomials of rapidly increasing degrees are required. The
next theorem offers some simplification. Accordingly, while
all positivity conditions are necessary for stability, only
the last positivity test must be examined.

Theorem 3: Refined F Table’s Stability Conditions.
is stable if and only if conditions i), ii), and iii)

or iii ) hold.

i)
ii)
iii)
iii )

where is obtained from the F table of .
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Proof: These conditions are necessary because they form
a subset of the conditions of Theorem 2.

To prove sufficiency, we proceed to show that the current
conditions i)–iii) imply the larger set of sufficiency conditions
in Theorem 2 for as well. In the following
argument we shall refer to the closeness of a point
to through the distance of its real part
to .

Assume that conditions i)–iii) hold but that, nevertheless,
there exists one (or several) that vanish at one
(or several) values of . By Theorem 1, condition ii)
implies that at for all . Let be
the earliest (i.e., is the least such that
for some . And let denote the zero on of
closest to . implies, via (17),

because (by its definition) and
(by the assumed choice of . Therefore,

must vanish for some whose real part is in
the interval in . Let be the root of on

closest to , i.e., with maximal , then .
Repeating this reasoning times implies that

must vanish for some with the real part in a
subinterval where . This conclusion is in
contradiction to assumption iii). Therefore, conditions i)–iii)
imply for all as well. The
sufficiency of i)–iii) for stability of follows now
from the sufficiency of the conditions in Theorem 2.

IV. FINAL FORM OF THE 2-D STABILITY TEST

It turns out that the polynomials produced by
Algorithm 2 are separable into two polynomials

(19)

where each is a polynomial in only, which is therefore
a common factor for all the polynomial coefficients in
the presentation of as .

This section proves this property and characterizes it. Af-
terwards, an algorithm to obtain the sequence ofmatrices,
referred to as the E table, is presented. The row size of
each is lower than the corresponding size of by
an amount equal to the degree of The row sizes of
the new sequence of matrices will then be shown to increase
only linearly with . Finally, stability conditions for this E
table are established. It will be shown that the reduction in
size of the table does not complicate the simple form of the
stability conditions found so far for the F table. Therefore, the
eliminated are and will be called redundant factors. The
simplified E table and its stability conditions will constitute the
new 2-D stability test proposed in this paper.

A. Redundant Factors

The next Lemma exposes the above mentioned common
factors and features their rapid accumulation.

Lemma 2: Consider a sequence produced by
the recursion (14).

1) For any four consecutive polynomials
in the recursion (14)

is a factor of .

Namely, divides, with no remainder,
each .

2) If is a factor of , then it is a factor
of all subsequent .

Proof: To prove property a), write two legitimate con-
secutive matrices of the F table as

(20)

(21)

where has one less column than The next two matrices
that recursion (14) will then generate are

(22)

(23)

where columns of zeros are padded to bring all matrices to the
column size of . For the proof, has to be expressed in
terms of columns of and . For simplicity, we may drop
from the resulting sum of terms, terms that are already seen to
contain the factor . The justification follows from
fact that the three-term recursion has the property that any
term that contains a certain factor, contributes to subsequent
polynomials terms that also contain that factor.

Thus, we replace (22) with

(24)

where we use the symbol to mean that the right-hand side
(r.h.s) is what remains after evaluating the left hand side and
dropping terms seen to contain the factor . By
comparing the second column in the two sides of the above
expression, obtain

Use this expression for (and its conjugate reversion) to
prepare the next two auxiliary results

Substitute the first of them and (24) into the first term in
the r.h.s of (23) to obtain for it alone
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Add to the second term in the r.h.s of (23) the conjugate
reversion of this expression. Then, substitute the auxiliary
result for into the third term in the right-hand
side of (23). Adding up these three terms, the third exactly
wipes out the first two. In conclusion

It follows from here, together with the convention assigned to
, that is composed of a sum of terms, each of which

contains the factor plus terms that sum up to zero.
This concludes the proof of a).

Property b) follows at once from the observation that
in the three-term recursion (14) each new is a
combination of terms that either contain as a
whole or contain the term

It follows from Lemma 2 that each
is divisible by each of the factors

and that these factors accumulate
and increase their multiplicity as the recursion goes on.

B. Construction of the E Table

One obvious way to eliminate the common factors spotted
by Lemma 2 is to divide them out after the F table has
been completed. This approach has some merit, as it can
be shown to reduce the degree of the polynomials whose
positivity is to be examined, but it does not elevate the main
computational burden presented by the construction of the F
table. In terms of both computation and numerical stability,
it is more desirable to produce directly the reduced-size E
table. A closer inspection on Lemma 2 reveals that it has
not just exposed the existence of common factors, but it also
indicates the mechanism that may be used to remove them
as soon as they are created. The next algorithm implements
this insight and derives directly the sequence

Namely, each produced by Algorithm
3 corresponds to stripped from all common factors
revealed by Lemma 2.

Algorithm 3: The E Table (Final Table Form). Construct
for a sequence of polynomials

as follows:

i) Initiation:

(25)

ii) Recursion: For obtain
by:

(26)

where .

C. Stability Conditions

We want to obtain stability conditions for the E table from
corresponding conditions for the F table. For this, we first
explore the exact relation between the sequences
and It is clear that they are related by a relation
of the form (19) and that are (conjugate) symmetric

. So the balanced polynomials are real
and the degree of represents the amount of row

reduction achieved by moving from to . Substitution of
the relation (19) into one table recursion, and then comparing
it to the other table recursion, reveals the next recursive rules
for the ’s. The initiation is and then
they may be determined, given the sequence , by

(27)

or, given the sequence , by

(28)

The next relation that may also be obtained

(29)

demonstrates the rapid accumulation of common factors. We
also define for the E table the (conjugate) symmetric (bal-
anced) polynomial sequences and

(30)

They correspond to the F table polynomials and
The sequence obeys the recursion

(31)

where

as may be verified by setting in (26). [The sequence
obeys a similar recursion with the initiation

Once again, the recursion requires the
construction of the E table and is brought to serve the proofs
of the following stability conditions.

The next theorem is the E table counterpart of Theorem 2.
Theorem 4: E Table’s Stability Condition. is sta-

ble if and only if conditions a) and b) or b) hold.

a)
b) for
b )

i) .
ii) for .

where are obtained from the E table of
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Proof: If is stable then by Theorem 2 and its
corollary all and are positive on . Therefore,
all on by (28) or (29). Conditions b) and b)
follow now from their Theorem 2 counterparts via (19).

Conversely, assume the conditions a) and b) or b) hold. If
so, we show that on is implied
where, by definition, all on . Assume the contrary.
Namely, for some and . This implies

which then implies . Together they
imply, via (31), that in contradiction to b) and
b ). Therefore, for on Then, by
(27) all on and b) implies that all on

. Consequently, the assumed conditions imply that
is stable by the sufficiency part of Theorem 2.

The last and main theorem states that a more concise set of
stability conditions, similar to Theorem 3, holds also for the
reduced size E table.

Theorem 5: Main Theorem. is stable if and only
if conditions i), ii), and iii) or iii ) hold.

i)
ii)
iii)
iii )

where is obtained from the E table of
Proof: The stated conditions form a subset of the nec-

essary conditions in Theorem 4 and are therefore necessary
for stability.

A proof that i), ii), iii), or iii ) imply the larger set of
conditions a), b), or b) in Theorem 4 can be carried out by
extending the proof of sufficiency for Theorem 3 from the F
table to the E table. To this end it suffices to show that the
difference between the F table and the E table recursions does
not affect the argument on the migration of hypothetical zeros
of on downward in the recursion, used to prove
Theorem 3. A repetition of the argument there with
replacing is possible after the following observation.
A zero on of affects immediately the next .
In contrast, a factor that is formed at the recursion
step divides the right-hand side of (26) only at step

. Consequently, a (hypothetical) zero onof
is passed to subsequent ’s before the division by ,
added in the E table, has a chance to cancel it out. Thus, the
line of the proof for Theorem 3 can be repeated to also prove
the sufficiency part of the current theorem by showing that any

for an and an contradicts condition
iii).

This theorem proves at last that the common factors that
were eliminated in the process of replacing the F table by
the E table are indeed redundant. Their removal reduces
significantly the computation cost of the table’s construction,
without complicating the associated stability conditions. As
a matter of fact, the single positivity condition of the last
theorem benefits in itself from the general reduction in size,
because the polynomial to be tested has a lower degree. Let

and be the row sizes for and
, respectively. It was shown in (18) that increases

exponentially with . For comparison, the recursion (26)

implies for the equation

(32)

whose solution for the initial values and
is . So, increases only linearly

with . The amount of saving in computation for the E table
compared to the F table increases rapidly with, cf (29). All

are also of lower degrees than corresponding .
In particular, , the only polynomial obtained from the
table that has to be examined, is a symmetric polynomial
of degree . The stepping down from exponential to
linear orders is remarkable already at low values ofand

As an illustration, for the F table row
polynomials have degrees
and is of degree 160, while the E table has the degrees

and the degree of is 32.

V. IMPLEMENTATION ISSUES AND

A NUMERICAL ILLUSTRATION

A possible procedure for performing the proposed 2-D sta-
bility test has been summarized in Section I-C. The proposed
procedure there may now be recognized as consisting of a
translation of Algorithm 3 into a more matricial form (using
the conversion and notation in Section I-A) plus the stability
conditions of Theorem 5. It also incorporates, as optional
steps, 1-D stability conditions and positivity conditions that,
according to Theorem 4, are necessary for 2-D stability.
Matrix presentation makes the programming of the test more
transparent in matrix-oriented programming languages. For a
full matrix presentation, the convolution or deconvolution may
be written as multiplication of one vector by a lower triangular
Toeplitz matrix defined by the other vector or by its simple-to-
calculate inverse matrix. (Matlab has built-in fast routines for
convolution and deconvolution.) The optional 1-D polynomial
tests may prove useful for determining stability constraints on
literal parameters and/or may save computation in repetitive
application by detecting earlier that the 2-D polynomial is not
stable.

The examination of a 1-D polynomial of degree for
stability or for no zeros on can be carried out in order-
operations using either classical Marden–Jury and Schur–Cohn
classes of tests [7], including [12] and [13], or the immittance
tests [19], [20], including the test on which the current 2-D
stability test was based [6]. The use of the Schur–Cohn and
Marden–Jury (SCMJ) stability tests requires adaptation to
the singular situation caused by the symmetry of the tested
polynomial and extension to the zero location, with respect to
the unit circle not widely available for all versions [7]. The
mentioned immittance test references handle the singular cases
and the count of zeros inside, on, and outside the unit circle,
as currently required. They also exceed the efficiency of all
possible alternative versions in the SCMJ class of methods
by factors of two to four. Specifically, the methods in [19]
and [6] require multiplications for testing a
1-D real polynomial of degree for no zeros in or on

Corresponding versions for complex 1-D polynomials are
available in [20] and [6].
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TABLE I
ZERO LOCATION TABLE FOR �̂2(s)

The test has been described such that a table of
matrices is built for It is always possible to let

by preceding the test with the replacement
To reduce computation, should be chosen as the lower of

and . A computationally efficient implementation of the
proposed 2-D stability test should also exploit the symmetries
in the arrays to compute and handle only half of their entries.
In the following numerical illustration, entries that become
available by structural symmetries are put in parentheses.

A. Numerical Example

For illustration, consider the polynomial used as
an example in several papers [1, p. 129], [16], [12]

are easily
determined to be stable

The elimination of redundant factors appears first in the next
recursion step. For this low case, the next is already
the last matrix in the 2-D table and has only one column.
Therefore, the low degree of the example inhibits a proper
illustration of the fact that the eliminated factor is common to
all columns of matrices from and on.

To obtain take the first column of
and form

Obtain the right-hand
side of (26)

Then divide it by (deconvolve
it with) to obtain

For the positivity test obtain

It remains to examine the condition
We do this by the 1-D zero location test

for real polynomials in [19]. Following the procedure there,
obtain for the stability table in Table I. (Uncompleted
rows contain entries that form mirror reflection of their left
half side.) According to the rules there, the information on
zero location with respect to is contained in the number of
sign variations of the ordered sequence formed by the sum
of the rows in this table

Four sign variations mean that the tested polynomial has four
zeros in Being a symmetric polynomial of degree eight, it
has then also four zeros in (the reciprocals of the zeros in

) and therefore no zeros on, i.e., . It is
concluded that the examined is stable.

VI. CONCLUDING REMARKS

The paper has developed a new method for testing stability
of 2-D discrete system polynomials. It constructs for a 2-D
system polynomial a 2-D table, a sequence of matrices (or
2-D polynomials), in a manner similar to the way that a 1-
D tabular stability test associates the 1-D system polynomial
with a sequence of row vectors (or 1-D polynomials). The
algorithm for the construction of the proposed 2-D table has a
simple recursive form that is readily implemented in a matrix-
oriented environment, and the stability conditions for a 2-D
polynomial of degree require in their minimal form
one 1-D stability test of degree or before the table
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is started and, after its completion, a test of one symmetric
polynomial of degree for having no zeros on the unit
circle. In contrast to the previous 2-D tabular tests that are
based on the SCJM 1-D tests, and obey two-term recursions,
the current test is based on an immittance type 1-D stability
test and involves a three-term recursion of centro-symmetric
matrices. This symmetry allows the actual computation of
only half of the entries of the arrays. Unlike the common
approach in 2-D tabular stability tests to seek relations between
1-D stability tests and the Schur-Cohn matrix minors in
order to obtain extensions to 2-D stability tests with a single
positivity test condition [12]–[14], [21], the single positivity
test arises currently from intrinsic properties of the three-term
2-D polynomials recursion with no reference to extraneous
relationships. Connections between the underlying 1-D test
and the Schur-Cohn test are tractable [8], [6], but they provide
a more complex, if not impenetrable, route to discover the
simplicity of the current 2-D test. The current approach also
enabled us to obtain a single positivity stability condition for
other immittance 2-D stability tests whose underlying 1-D
stability test is related in an even more complicated manner
to the Schur-Cohn minors [22], [23]. The relative advantage
of different 2-D stability tests and the possibility of lowering
further their computational cost are subjects for further study.

It is worth noting that the current method for testing the
condition (1) may be used also for the complex valued coeffi-
cient 2-D polynomial. The validity of the test for a complex
follows from the facts that the method was developed from a
1-D test for complex coefficient polynomials and that Lemma
1 is not restricted to real For complex , the ’s are
complex and exhibit symmetry with respect to reversion plus
complex conjugate. In the more ordinary application, when
is real, the test involves only real arithmetic and arrays.
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