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The selection of an optimal regression model comprising linear combinations of various integer powers of an independent variable (explanatory variables) is considered. The optimal model is defined as the most accurate (minimal variance) stable model, where all parameter estimates of the orthogonalized explanatory variables are significantly different from zero. The potential causes that limit the number of terms that can be included in a stable regression model are investigated using two indicators, which measure signal-to-noise ratios in the variables. The truncation-to-noise ratio indicator is used to measure the extent of collinearity between the explanatory variables and the correlation-to-noise ratio indicator to evaluate the significance of the correlation between an explanatory variable and the dependent variable. It is shown that the number of terms that can be included in a stable polynomial model (and its accuracy) depend on the range and precision of the data, the rate of the error propagation during computations, and the algorithm used to calculate the regression parameters. It is demonstrated that it can often be advantageous to include nonconsecutive powers of the independent variable in an optimal polynomial model. An orthogonalized-variable-based stepwise regression procedure is presented, which enables identifying the optimal model in polynomial regression.

1. Introduction

Polynomials are frequently used for modeling and regression of thermophysical data, either as a complete empirical model (heat capacity, for example) or as a complement to theory-based models to represent deviations that are yet unexplained by the available theory (see, for example, Wagner’s equation for vapor pressure).

Because of the empirical nature of polynomial regression, it is difficult to determine a priori what the terms are that should be included in an optimal regression model. If the regression model contains either an insufficient number of terms or too many terms, inaccuracy and instability of the model may result. For instance, in published collections of regression models for physical and thermodynamic data, there is a tendency to set an absolute limit to the order of the polynomial that is fitted to a particular property. The same order of the polynomial is usually fitted to various data sets, irrespective of the range and precision of the available data. For example, in the collection of correlations of thermophysical properties, the maximal polynomial order for solid, liquid, or gas heat capacity was set to four, without considering the large differences in the range and precision of the data available for the various phases.

Brauner and Shacham have demonstrated some of the ill effects of including too many terms in a polynomial and other types of regression models. These effects include errors in the estimated values of the dependent variable, more severe errors in its derivatives with respect to the independent variables, and drastic change of the parameter estimates as a result of a small perturbation of the data (by removing or adding some data points, for example).

For high-precision data, higher order polynomials must be used for obtaining a regression model that predicts values within experimental error. In the chemical engineering community, there is a reluctance to use higher order polynomials because of the misconception that the highest order of the polynomial that can be used is limited by collinearity (for example, Lapidus has set this limit to six unless orthogonal polynomials are used). Shacham and Brauner and others have shown that this limit is imposed by near singularities when algorithms that are extremely sensitive to numerical error propagation are being used for calculating the regression model parameters.

There are several regression techniques, which possess low sensitivity to numerical error propagation, such as QR decomposition and principal components regression, PCR. If one of those techniques is used with precise data, instability caused by collinearity will not appear, even for very high order polynomials. However, when those numerically stable methods are applied to real life, noisy data it becomes apparent that numerical singularity is not the only cause of imprecision and instability in polynomial regression. The order of the most accurate, stable polynomial is often limited by the noise level and range of the independent (and dependent) variables data.

In this paper, the requirements for a most accurate and stable, optimal polynomial regression model are investigated and specified. A regression algorithm based on orthogonalized variables (ROV) is presented. Indicators based on the signal-to-noise ratio in the orthogonalized variables are used to determine the highest order term that can be included in the regression model. A new, unified approach, which is based on perturbation
analysis for estimating the effect of propagated errors, regardless of their sources, is presented.

It can often be beneficial to use a polynomial regression model, which does not contain all the consecutive powers of the independent variable. To select the powers of the independent variable that should, or should not, be included in the regression model, a stepwise regression procedure can be employed. The ROV algorithm and the various indicators are combined to yield a stepwise regression procedure (ROV), which determines the optimal polynomial regression model for a particular set of data.

Two examples, which demonstrate the use of the various algorithms and indicators and emphasize their advantages over traditional statistical methods, are presented. The numerical calculations were carried out by the POLYMATH 4.0 (POLYMATH is copyrighted by M. Shacham and M. B. Cutlip, http://www.polymath-software.com) and MATLAB 5.2 (MATLAB is a trademark of The Math Works, Inc., http://www.mathworks.com) packages. All the calculations were carried out on a PC using double-precision computation.

2. Basic Concepts

Let us assume that there is a set of N data points of a dependent variable y, versus an independent variable x. A generalized polynomial regression model will be considered:

\[ y_i = \beta_0 + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_n x_i^n + \epsilon_i \]  

(1)

where \( \beta_1, \ldots, \beta_n \) are the parameters of the model and \( \epsilon_i \) is the error in \( y \). The vector of estimated parameters \( \hat{\beta} = (\hat{\beta}_0, \hat{\beta}_1, \ldots, \hat{\beta}_n) \) can be calculated via the least squares error approach, by solving the following normal equation:

\[ \mathbf{X}^T \mathbf{X} \hat{\beta} = \mathbf{X}^T \mathbf{y} \]  

(2)

The rows of \( \mathbf{X} \) are \( x_i = 1, x_i, \ldots, x_i^n \) and \( \mathbf{X}^T \mathbf{X} = \mathbf{A} \) is the normal matrix. Another method to obtain the parameter values in eq 1 is by solving the following overdetermined system of equations:

\[ \mathbf{X}^T \hat{\beta} = \mathbf{y} \]  

(3)

using QR decomposition.\(^8\) The ROV procedure, which will be presented in section 5, can also provide the parameter estimates. The various methods possess various levels of sensitivity to numerical error propagation, as will be demonstrated in a subsequent section.

A numerical indicator used most frequently to test for the quality of the fit is the sample variance, \( s^2 \), obtained by

\[ s^2 = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \]  

(4)

Thus, the sample variance is the sum of squares of residuals divided by \( \nu \) degrees of freedom (\( \nu = N - (n + 1) \), where the number of parameters, \( n + 1 \), is subtracted from the number of data points, \( N \)). A smaller variance indicates a better fit of the model to the data. The standard error of the estimate, \( s \), is a measure of variability around the line of regression. It is used to calculate the confidence interval (\( \Delta \beta_i \)) on a parameter value and is defined by

\[ \beta_i = \hat{\beta}_i \pm \Delta \beta_i \]  

\[ \Delta \beta_i \equiv (\nu, \alpha)s\sqrt{a_{ii}} \]  

(5)

where \( a_{ij} \) is the diagonal element in the \( \mathbf{A}^{-1} \) matrix, \( t(\nu, \alpha) \) is the statistical t distribution corresponding a desired confidence level, \( \alpha \). Clearly, if \( \beta_i \) is smaller (in its absolute value) than \( \Delta \beta_i \) (or \( \Delta \beta_i/\beta_i > 1 \)), then the zero value is included inside the confidence interval, implying that there is no statistical justification to include the associated term in the regression model. Note that when the explanatory variables are strongly correlated, the individual confidence intervals will usually underestimate the uncertainty in the parameter estimates, as indicated by the confidence region. In this work, confidence intervals on parameter estimates of orthogonalized variables (no correlation between the variables) will be used as indicators.

An optimal model is defined as the most accurate (yields a minimal variance) stable model. Using statistical indicators, a stable model is defined as one where all the 95% confidence intervals are smaller than the respective parameter estimates for orthogonalized variables. In section 5, stability indicators, which are based on the signal-to-noise ratio, will be presented.

3. Collinearity and Error Propagation in Polynomial Regression

Collinearity between the explanatory variables often limits the number of terms that can be included in a stable and statistically valid polynomial model. Shacham and Brauner\(^7\) investigated the various approaches to diagnose harmful levels of collinearity in polynomial regression and derived a criterion to measure the collinearity level. This criterion can be related to the mathematical definition of collinearity.

Following Gunst,\(^10\) a collinearity is said to exist among the columns of \( \mathbf{X} = [\mathbf{x}^0, \mathbf{x}^1, \mathbf{x}^2, \ldots, \mathbf{x}^n] \), if for a suitable small predetermined \( \eta > 0 \), there exist constants \( c_0, c_1, c_2, \ldots, c_n \), not all of which are zero, such that

\[ c_0 \mathbf{x}^0 + c_1 \mathbf{x}^1 + c_2 \mathbf{x}^2 + \ldots + c_n \mathbf{x}^n = \mathbf{A} \]  

(6)

where the notation \( \mathbf{x}^j \) is used to indicate the vector whose elements are \( x_i^j \).

This definition cannot be used directly for diagnosing collinearity because it is not known how small \( \eta \) should be so that the harmful effects of collinearity will show. Equation 6 can be divided by, say, \( c_i \) (\( c_i \neq 0 \)) to yield

\[ c_i \mathbf{x}^0 + c_{i1} \mathbf{x}^1 + c_{i2} \mathbf{x}^2 + \ldots + \mathbf{x}^i + \ldots + c_{in} \mathbf{x}^n = \Delta_i \]  

(7)

where \( c_{ij} = c_i/c_j \) when \( k = j \). For a finite number of data points, the coefficients \( c \) can be obtained by regressing \( \mathbf{x}^i \) on the remaining explanatory variables (or by orthogonal polynomials in the case of an infinite number of data points). The vector \( \Delta_i \) is the residual of this representation and is denoted as the "truncation error" (The term "truncation error" is used for the error when \( \mathbf{x} \) is removed from the model.). Since the values of the explanatory variables are subject to an error, the value of \( \Delta_i \) is also subject to an error, denoted by \( \delta_i \). Shacham and Brauner\(^7\) suggested that in order for \( \Delta_i \) to contain useful information, the norm of \( \Delta_i \) must be larger than the norm of the errors \( \delta_i \). Thus, the truncation-to-noise ratio (TNR) is defined by

\[ \text{TNR} = \frac{\| \Delta_i \|}{\| \delta_i \|} \]
the errors in the various terms are not independent, but independent variables to their functions. In this case, errors of the first type are carried over from the independent variables (as in polynomial regression), the numerical error, which results from the limit on the precision of the measuring or control devices and due to reporting rounded values of the data. The second type is the experimental error caused by the limited number of digits carried by the computer. When the explanatory variables are functions of one or more independent variables (as in polynomial regression), the errors of the first type are carried over from the independent variables to their functions. In this case, the errors in the various terms are independent, but correlated. On the other hand, numerical errors are uncorrelated. The rules of error propagation are different for correlated and uncorrelated errors and that makes the estimation of \( \delta_j \) rather cumbersome.

The propagated error can, however, be calculated using numerical perturbation. Using this technique, all the steps of the regression are carried out using two sets of the independent variable data: the original set, \( x \), and a perturbed set, \( x + \eta \), where the random \( \eta \) are scaled to yield the corresponding standard deviation of the error; thus \( \eta_i \in [-\frac{1}{2} \delta_i, \frac{1}{2} \delta_i] \) (for consideration of scaling \( \eta \), see, for example, Stewart.\(^{11} \)) The norm of the difference between \( \Lambda_i \) obtained using the original data and the perturbed data provides an estimate for \( ||\delta_i||\).

In polynomial regression, collinearity and the consequent ill-conditioning of the problem can be substantially reduced by using certain transformations of the independent variable data. In this work, the \( v \)- and \( z \)-transformations\(^7 \) will be used. The \( v \)-transformation is defined by \( v_j = \frac{x_j}{x_{max}} \), where \( x_{max} \) is the largest \( x \) (in absolute value). This transformation yields a variable distribution in the region \( v_{min} \leq v_j \leq 1 \). The \( z \)-transformation,

\[
 z_i = \frac{2x_i - x_{max} - x_{min}}{x_{max} - x_{min}} \quad (9)
\]

yields a variable distribution in the range of \(-1 < z_i \leq 1\).

It is well-known that \( v \)-transformation (or no transformation) yields data that is much more sensitive to the harmful effects of collinearity than the \( z \)-transformation. The \( v \)-transformation and inversion of the normal matrix for regression (eq 2) are used to demonstrate the ability of the proposed techniques to diagnose collinearity.

4. Collinearity in Regression with Legendre Polynomials

It has long been recognized that the use of orthogonal polynomials can reduce considerably the ill effects of collinearity.\(^{12} \) In this section the theoretical bound for the number of terms that can be used in polynomial regression, before the harmful effects of collinearity will appear in actual numerical computation, is determined. To that aim, we consider the independent variable to be continuous over the entire interval of the \( v \)-transformation \([-1,1]\).

Legendre polynomials, \( P_i(z) \), form a complete orthogonal set on \([-1,1]\). Furthermore, it can be proved that for a continuous function, \( f(z) \) (satisfying the Dirichlet conditions), an expansion (as far as the desired degree of polynomial approximation) in Legendre polynomials gives the best least squares approximation. The coefficients for representing \( f(z) = z' \) in terms of \( P_i(z) \), \( z' = \sum_{i=0}^{\infty} a_i P_i(z) \), are tabulated.\(^{13} \)13 The first six Legendre polynomials, scaled to yield the respective truncation error, \( \delta_j \) are given by

\[
 \delta_0(z) = 1 \\
 \delta_1(z) = z \\
 \delta_2(z) = \frac{1}{3}(-1 + 3z^2) \\
 \delta_3(z) = \frac{1}{5}(-3z + 5z^3) \\
 \delta_4(z) = \frac{1}{35}(3 - 30z^2 + 35z^4) \\
 \delta_5(z) = \frac{1}{63}(15z - 70z^3 + 63z^5) \\
 \delta_6(z) = \frac{1}{231}(-5 + 105z^2 - 315z^4 + 231z^6)
\]

Note that eq 10 defines the coefficients \( c_{ij} \) in eq 7. These polynomials can be integrated over the \([-1,1]\) interval to yield the norm of the truncation error

\[
 ||\delta|| = \frac{1}{2} \int_{-1}^{1} \delta_j^2 (z) dz \quad (11)
\]

The propagated error in \( \Lambda_i \) due to experimental error in the independent variable, \( \delta z_i \), is

\[
 \delta_j = |\frac{d\Lambda}{dz}||\delta z_i| 
\]

Note that in calculating \( \delta_j \), the sign of the various terms composing \( \Lambda_i \) is preserved, since the errors of the terms are correlated. On the other hand, when applying the error propagation formula for the numerical (uncorrelated) error \( \delta z_i \), the sign of the various term is ignored; thus,

\[
 \delta_j = c_{i1}||\delta z_i| + c_{i2}||2z\delta z_i| + \ldots + j|z|^{j-1}\delta z_{ij} + \ldots + c_{ij}||n|z|^{n-1}\delta z_{ij} = |\frac{d\Lambda}{dz}| |\delta z_i| 
\]

The estimation for \( ||\delta|| \) is obtained by combining the effects of \( (\delta_j)_i \) and \( (\delta_{ij})_i \)

\[
 ||\delta|| = \left\{ \frac{1}{2} \int_{-1}^{1} \left[ |\frac{d\Lambda}{dz}| |\delta z_i| + |\frac{d\Lambda}{dz}| |\delta z_i| \right]^2 dz \right\}^{1/2} \quad (14)
\]

Note that eqs 11–14 can be used for calculating \( ||\Lambda|| \) and \( ||\delta|| \) for transformations other than the \( z \)-transformation, but the appropriate forms of the Legendre
polynomials must be introduced into the equations and the limits on the integration must be changed.\textsuperscript{7} The effects of error propagation on the TNR are demonstrated in Figure 1. The figure shows TNRs versus the polynomial orders. The range of the independent variables was set to $x_{\text{min}} = 1000$ and $x_{\text{max}} = 500$. It was assumed that the data precision is three decimal digits, yielding an average correlated error of $\Delta x_c \approx 0.3$, and that single-precision computation is used with an average uncorrelated error of $\Delta x_u = 3 \times 10^{-5}$. The figure was prepared using z-transformation, but the results are invariant with the transformation. This is expected, since collinearity is a group phenomenon which is associated with a set of vectors and is invariant with linear transformation.

Two curves are shown. In the upper curve, only the propagation of the correlated (experimental) error is accounted for; in the second curve both the correlated and uncorrelated errors are considered. The two curves are practically identical up to the eleventh order polynomial, indicating that uncorrelated (numerical) error propagation has a negligible effect on the TNR. From this point on, the rate of decrease of TNR accelerates because of propagation of the numerical error. But, even so, the lowest value of TNR reached for the fifteenth order polynomial is 12.4, above the limit of TNR because of propagation of the numerical error. But, even so, the lowest value of TNR reached for the fifteenth order polynomial is 12.4, above the limit of TNR = 1, where the harmful effects of collinearity will prevail.

It is a common belief that the use of orthogonal polynomials completely eliminates the collinearity problem. Theoretically, orthogonal polynomials cannot be collinear, but with finite precision numerical computation, a value of a particular term may become small enough so that the numerical error dominates over its true value. This is the explanation for the continuous decrease in the value of the collinearity indicator, TNR, with increasing order of the Legendre polynomial, in Figure 1. The trend of the curve in Figure 1 also indicates that the theoretical limit on the polynomial order (based on collinearity considerations alone) is very high. This leads to the popular misconception stated above.

5. Using Orthogonalized Explanatory Variables in Regression

For a finite number of data points, arbitrarily distributed on $[-1,1]$, the use of orthogonal polynomials (e.g., Legendre, Chebyshev) may yield normal matrices with non-zero off-diagonal elements. Therefore, in practice, numerical orthogonalization of the explanatory variables, which yields a diagonal normal matrix irrespective of the variable spacing is required. It is to be noted that accounting for the errors propagated in the orthogonalization process is essential for detecting the harmful effects of collinearity.

Numerical orthogonalization of the explanatory variables is carried out by regressing one of the explanatory variables on the remaining ones (see, for example, pp 99–103, in Mandel\textsuperscript{14}). The following implementation of this orthogonalization method is especially suitable for polynomial regression, where at every stage, an additional explanatory variable is added to the model (as in stepwise regression). Let us define $x'_0 = x^j$ ($j = 1, 2, \ldots, n$) $N$ vectors of explanatory variables and $y_0 = y$ is the vector of the dependent variable. The subscript indicates that the values are for stage 0 of the ROV (regression using orthogonalized variables) procedure. For a model that contains a free parameter, the explanatory and dependent variables are first mean-centered; otherwise, no mean-centering is required.

At every stage of the regression process, the subsequent power of the independent variable is added to the model and the remaining (explanatory and dependent) variables are updated. At stage $k$, where all terms up to $x^k$ have already been included in the model, the updated values are obtained by

$$y_{k+1} = y_k - \beta_k x_k^k$$

where

$$\beta_k = (y_k^k)^T x_k^k$$

(15)

is the coefficient of the $k$th orthogonal polynomial term and

$$x_{k+1}^j = x_k^j - \frac{(x_k^j)^T x_k^k}{(x_k^j)^T x_k^k} x_k^k, \quad j = k + 1, k + 2, \ldots, n$$

(16)

Using these equations, the regression progresses so that the variables already included in the model ($x_1^k$, $x_2^k$, ..., $x_n^k$) are orthogonal to each other and $y_k$ represents the residual of $y$ which is orthogonal to this subset of explanatory variables.

To enable estimation of the errors propagated to $y_k$ and $x_{k+1}$, the regression is carried out, in parallel, using two data sets of data. The original set $(x, y)$ and a perturbed set $(x_0 = x + \eta_0 x$ and $y_0 = y + \eta_0$) are used. Consequently, TNR for the subsequent variable to be included in the model $x_{k+1}$ can be calculated from the following equation:

$$\text{TNR}_{k+1} = \frac{x_0^T x_0}{(x_0 - x_k^k)^T (x_0 - x_k)}$$

(17)

For the regression model to be accurate and stable, both the numerator and the denominator in the expression for $\beta_k$ (eq 15) must be accurate. If $\text{TNR}_{k+1} \leq 1$, then the denominator in eq 15 contains mostly noise. To check the accuracy of the numerator, another indicator, the CNR, which measures the signal-to-noise ratio of the correlation $(y_{k+1}^T)x_{k+1}^1$ is employed. In polynomial regression, when the propagated error is calculated by numerical perturbation, $\text{CNR}_{k+1}$ can be expressed as

\[\text{TNR}_{k+1} = \frac{x_0^T x_0}{(x_0 - x_k^k)^T (x_0 - x_k)} \left[ x_k^k(x_k^k)^T \right]^{1/2} \]
The TNR values (up to the fifteenth-order polynomial) were calculated using three additional algorithms: QR decomposition, normal equation (eq 2) solved as a system of linear equations, and normal equation solved by first inverting the $X'X$ matrix. These calculations were carried out using both z- and v-transformations. The results of the calculations have shown that when the z-transformation is used, the regression algorithm used has no noticeable effects up to the fourteenth-order polynomial. The TNR values obtained by all algorithms are identical to those shown in Figure 2 (obtained using the ROV procedure). For the fifteenth-order polynomial, only the method which uses the inverse of the $X'X$ matrix yields a TNR value which is significantly (3 times) smaller than the TNR obtained using the other methods.

With the v-transformation, Figure 3 shows that the effect of the regression algorithm used is much more pronounced. When the algorithm that solves the normal equation by inverting the $X'X$ matrix is used, TNR is considerably reduced already for the sixth-order polynomial and it gets below $TNR = 1$ for the seventh-order polynomial. When the normal equations are solved as a set of linear equations, the same trend is indicated, but TNR gets below the threshold value of 1 for the seventh-order polynomial. The QR decomposition and the ROV yield identical TNR values up to the eleventh-order polynomial.
polynomials with Legendre polynomials (or numerically orthogonalized TNR values obtained with a particular data set using numerical orthogonalization with \( z \)-transformation) with those obtained using numerical orthogonalization with \( v \)-transformation can be a basis for determining the sensitivity of a particular regression algorithm to numerical error propagation. The TNR values obtained using the various transformations can be plotted versus the order of the polynomial. Comparing such a plot with Figure 3 can provide an estimate to the sensitivity of the tested algorithm to numerical error propagation (relative to ROV or the solution of the normal equation).

It should be emphasized that the theoretical analysis, using Legendre polynomials, is based on the assumption of an infinite number of data points. The numerical results of this example are based on a particular set of data with 69 data points and for polynomials up to the fifteenth-order. The use of a too small sample (with a high-order polynomial model) may lead to different results of no general value.

Collinearity considerations alone cannot determine the highest order of a polynomial that can be fitted to a particular set of data, since the signal-to-noise ratio of \( y'x \) (CNR, defined in eq 18) must also be considered. To demonstrate this point, the vapor pressure data of nitrogen were regressed with polynomial models up to the fifteenth degree. Normalized vapor pressure \( (\pi_{1} = p/34.002) \) was used as the dependent variable and \( v \)-or \( z \)-transformations of the temperature were used as the independent variable. The ROV procedure was used for regression.

Figure 4 shows CNR, \( s^{2} \), and \( \Delta/\beta/\beta_{1} \) versus the polynomial order when the \( v \)-transformation is used. It can be seen that, at the beginning, the variance decreases sharply from \( s^{2} = 0.0136 \) (for a linear model) to \( s^{2} = 3.63 \times 10^{-9} \) obtained with the eighth-order polynomial. From this point on, the decrease is much more moderate and \( s^{2} \) reaches the value of \( 1.47 \times 10^{-9} \) for the fifteenth-order polynomial.

The CNR value decreases from the initial value of \( \text{CNR}_{1} = 7.1 \times 10^{4} \) to \( \text{CNR}_{15} = 1.37 \). For the fifteenth-order polynomial \( \text{CNR}_{15} = 0.199 \), indicating that for the fifteenth term of the model, the noise in \( y'x \) is dominant; thus, this term should not be included in the model. (We may recall that \( \text{TNR}_{15} \) was also smaller than 1; see Figure 3). The value \( \Delta/\beta/\beta_{1} \) is a mirror image of the CNR values. For the first-order polynomial, \( \Delta/\beta/\beta_{1} = 3.14 \times 10^{-5} \) and it increases to 0.6799 for the fourteenth-order polynomial. For the fifteenth-order polynomial \( \Delta/\beta_{15}/\beta_{15} = 1.2679 \), indicating that the confidence interval on the respective parameter is larger than the parameter value itself. In this case, all the indicators (TNR, CNR, and \( \Delta/\beta/\beta_{1} \)) consistently signal that the fourteenth-order polynomial is the highest order stable and statistically valid polynomial.

It is interesting to note the similarity of the CNR and the \( \Delta/\beta/\beta_{1} \) curves in Figure 4. The calculation of confidence intervals is based on statistical principles, while the calculation of CNR is based on error propagation considerations; yet, they both show the very same trend.

The moderate decrease of the variance starting with the eighth-order polynomial implies that the improvement of the data representation using higher order polynomials is not very significant. Figure 5 shows the residual plots for the eighth- and fourteenth-order polynomials. It can be seen that for the eighth order polynomial, the error is the largest near the critical point.
point, where \( \pi = \rho / \bar{\rho} \sim 1 \). Increasing the polynomial order to 14 essentially reduces the errors in this region to the error level achieved in the rest of the interval.

6. Selection of the Optimal Regression Model

The polynomial model, which consists of sequential powers of the independent variable, is not necessarily the optimal model. The ROV procedure can be easily modified, so that at every stage of the process the explanatory variable (the particular power of the independent variable), which causes the maximal reduction of the variance, is included in the model.

The strength of the linear correlation between an explanatory variable \( x_j \) and the dependent variable \( y_k \) is measured by

\[
YX_j = (y_k)^T x_j
\]

where \( y_k \) and \( x_j \) are normalized to a unit length. The value of \( |YX_j| \) is in the range \([0, 1]\). In case of a perfect correlation between \( y_k \) and \( x_j \) (\( y_k \) is aligned in the \( x_j \) direction), \( |YX_j| = 1 \). In case \( y_k \) is unaffected by \( x_j \) (the two vectors are orthogonal), \( YX_0 = 0 \). The inclusion of \( x_j \) associated with max \( (YX_j) \) will affect the maximal reduction of the variance of the regression model. Further discussion and graphical interpretation of the \( YX_j \) values will be provided in connection with example 2. This indicator will be used to select the next variable to be included in a regression model at each stage of the stepwise regression (SROV).

If TNR\(_j \leq 1 \) or CNR\(_j \leq 1 \) for all the variables not included in the model, the addition of new variables to the model stops. The model selected this way is often the optimal model. To verify that the model obtained is indeed the optimal one, an additional phase of rotation of the order in which the explanatory (polynomial) terms are added to the model is carried out, so that each polynomial term in turn is selected as the last one to be included in the model.

The selection of an optimal regression model is explained in more detail and demonstrated in several examples by Shacham and Brauner.\(^1\) The following example also demonstrates the advantages of the optimal polynomial model over a consecutive-power polynomial model.

**Example 2. Correlation of Heat Capacity Data of Solid Propylene.** Heat capacity versus temperature data are usually correlated by polynomials. Daubert and Danner,\(^2\) for example, used a fourth-order polynomial to correlate heat capacity (CP) data versus temperature for solid propylene, as published by Timmermans.\(^17\) Selected information from Timmermans’ data is shown in Table 2. Only the first 19 data points, out of 20 provided by Timmermans,\(^17\) were used, since the last data point (nearly at the melting point) turned out to be very inaccurate because of premelting.

Polynomials of various orders were fitted to the data using \( v \)- and \( z \)-transformations for the independent variable (temperature) data. The dependent variable \( (CP) \) was normalized by dividing it by the maximal value of \( CP \).

In Figure 6, mean-centered and scaled (to unit length) values of various powers of \( z \) are plotted versus mean-centered and scaled values of \( CP(y) \) at the various stages of the SROV procedure. The respective values of \( YX_j \) and CNR\(_j \) are also shown.

At the zeroth stage, it can be seen that the data points for \( z^3 \) are aligned almost perfectly along the straight line with a slope of 1, which represents a perfect correlation. The respective \( YX_j \) value is 0.995. The shape of the curve of \( z^3 \) is similar to that of \( z^1 \), but there is considerably larger curvature. Consequently, the value of \( YX_3 (0.945) \) is smaller than the value of \( YX_1 \). At this stage, the linear correlation between \( y \) and \( z^2 \) or \( z^3 \) is weak. This is indicated by very small absolute values of \( YX_2 (0.0097) \) and \( YX_4 (0.0903) \). However, at this stage, all TNR\(_i \) and CNR\(_i \) are much greater than 1; thus, stability considerations do not exclude inclusion of any of the variables in the regression model.

Because of its highest \( YX_j \), \( z^1 \) is entered into the model, and in Figure 6, the updated values of \( z^2 \) and \( z^3 \) are plotted versus the updated values of \( y \), as obtained at stage 1. At this stage, there is already a considerable spread of the data points, but the points of \( z^2 \) line up nicely along the straight line of a slope \(-1 \), with \( YX_2 = -0.832 \). The trend of the points representing \( z^3 \) is not well-defined and the value of \( YX_3 \) is 0.497. Thus, \( z^2 \), which was nearly orthogonal to \( y \) at the zeroth stage, becomes strongly correlated with the residual of \( y \), which is orthogonal to and is unexplained by \( z^1 \). The linear correlation between \( z^2 \) (which was nearly collinear to \( z^1 \) at zeroth stage) and the residual of \( y \) is much weaker at this stage. It is interesting to note that CNR\(_3 \) was reduced by more than an order of magnitude when the information which is collinear to \( z^1 \) has been subtracted from \( y \) and \( z^2 \), while the value of CNR\(_2 \) has actually increased. Thus, at stage 1, \( z^2 \) is added to the basis.

At stages 2 and 3, the situation described for stage 1 is repeated. The variable, which was nearly orthogonal to the variable that entered the basis in the previous stage and exhibited a weak correlation with \( y \), turned to be the one which is most strongly correlated with \( y \). Thus, \( z^1 \) is added to the model at stage 2 and \( z^2 \) at stage 3.

At stage 4, Figure 6 shows the updated values of \( z^3 \) and \( z^5 \) versus the updated values of \( y \). In spite of the increased spread of the data, the trend of the \( z^3 \) data points, following the \(+1 \) slope line, is clearly distinguishable. In comparison, the \( z^3 \) values are spread almost randomly with \( |YX_{z3}| = 0.162 \). The CNR value is also much larger for \( z^2 \) then for \( z^3 \). Thus, at this stage, \( z^3 \) is added to the model and not \( z^5 \).

After including \( z^3 \) in the model, stability considerations (CNR and confidence interval values) show that no more variables can be added.

Table 3 shows the regression results for third-, fourth-, and fifth-order polynomials and the optimal polynomial model for the \( v \)-transformation. The results include the parameter estimates, \( \Delta \beta / \beta \), \( s^2 \), and sum of squares of errors. It can be seen that, for the third-order
polynomial, all the $\frac{\partial f}{\partial j}$ values are smaller than 1; thus, significantly different from zero. However, the residual plot for this polynomial (shown in Figure 7a) shows a clear trend indicating that the third order polynomial is unsatisfactory for representing this data. For the fourth-order polynomial (as recommended by Daubert and Danner\textsuperscript{2}), the coefficient $\beta_1$ is insignificant since $\Delta \frac{\partial f}{\partial j} = 1.33$, and for the fifth-order polynomial, all the coefficients are insignificant. The optimal model, which was found using the SROV procedure, contains all the powers of $v$ except $v^5$. In this model, all the $\frac{\partial f}{\partial j}$ values are smaller than one and the residual plot (Figure 7b) shows a random distribution. Thus, this seven-parameter model is statistically valid. Its $s^2$ is 14 times smaller than the $s^2$ of the third-order polynomial and two times smaller than the $s^2$ of the fourth- or fifth-order polynomial.

Table 4 shows the regression results for the fourth-order polynomial and the optimal polynomial model obtained with the $z$-transformation. In this case, all the coefficients of the fourth-order model are significant, but the use of the optimal model (consists of $z$, $z^2$, $z^3$, $z^4$ and $z^5$) enables further reduction of $s^2$ by a factor of 2. The $s^2$ value for the optimal model with $z$-transformation is also slightly lower than the $s^2$ value for the optimal model with $v$-transformation.
Table 4. Regression Results for Example 2 (z-Transformation Used)

<table>
<thead>
<tr>
<th>fourth-order polynomial</th>
<th>optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>$\delta\beta_0/</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0.601 582</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.389 34</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-0.167 28</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.072 1</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.102 56</td>
</tr>
<tr>
<td>$s^2$</td>
<td>$1.92 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Thus, restricting the polynomial model to consecutive powers of the independent variable may prevent obtaining a statistically valid model because the inclusion of sufficient consecutive terms for obtaining a random residual distribution may render an unstable model with those obtained using Legendre polynomials. In this case, collinearity puts a limit on the maximal order of polynomials, which may be lower than that required for accurately representing the dependent variable data. The QR decompositions, or the ROV procedures, are insensitive to error propagation and yield TNR values closer to the theoretical bound obtained using Legendre polynomials. Thus, the use of these methods for obtaining the parameter values allows more accurate and stable representation of the data. If the sensitivity of the regression algorithm used for error propagation is not known, it is always recommended to verify results obtained using the $v$-transformation (or no transformation) with those obtained using the $z$-transformation, which has much lower sensitivity to the harmful effects of collinearity.

Often, the maximal order of polynomials is limited by the combined effects of propagated errors in the explanatory and the dependent variables. The combined effects of these propagated errors is measured by the CNR indicator. This indicator, which is based on error propagation considerations, shows the very same trend as the indicator $\Delta\beta_0/|\beta_0|$. The latter is based on statistical considerations. An important advantage of the CNR indicator is that because it is based on mathematical and numerical principles (rather than statistical principles), it is not subject to the strict error distribution assumptions as the statistical indicator. Furthermore, examining the error terms included in the CNR can indicate whether the dominant errors are due to the independent variables or the dependent variables. The action needed to improve the accuracy of the model can be decided upon diagnosing the variable that introduces the dominant error.

It was shown that restricting the polynomial model to consecutive powers of the independent variable may yield a much less accurate model than the one that can be obtained without this restriction. The SROV procedure can help in identifying the optimal polynomial model.

7. Conclusions

It has been shown that the range and precision of the data, error propagated during computations and the algorithm used to find the model parameters, have equally important roles in determining the maximum number of terms that can be included in the most accurate, stable polynomial model.

In many cases, the limit on the number of polynomial terms that can be included in a stable model is imposed by the harmful effects of collinearity. Collinearity effects, caused by error propagation, can be measured by the TNR indicator. For a particular polynomial, representing a particular set of data, the TNR attains maximal values (indicating minimal effects of collinearity) when there are an infinite number of data points and the regression is carried out with orthogonal (Legendre) polynomials. For a finite number of data points, using z-transformation and numerical orthogonalization, the obtained TNR values are very close to the theoretical bound, irrespective of the regression algorithm used. With the $v$-transformation and a regression algorithm which requires calculation of the normal matrix, the TNR values decline and may reach a value lower than 1 already for relatively low-order polynomials. In this case, collinearity puts a limit on the maximal polynomial order, which may be lower than that required for accurately representing the dependent variable data. The QR decompositions, or the ROV procedures, are insensitive to error propagation and yield TNR values closer to the theoretical bound obtained using Legendre polynomials. Thus, the use of these methods for obtaining the parameter values allows more accurate and stable representation of the data. If the sensitivity of the regression algorithm used for error propagation is not known, it is always recommended to verify results obtained using the $v$-transformation (or no transformation) with those obtained using the $z$-transformation, which has much lower sensitivity to the harmful effects of collinearity.

Often, the maximal order of polynomials is limited by the combined effects of propagated errors in the explanatory and the dependent variables. The combined effects of these propagated errors is measured by the CNR indicator. This indicator, which is based on error propagation considerations, shows the very same trend as the indicator $\Delta\beta_0/|\beta_0|$. The latter is based on statistical considerations. An important advantage of the CNR indicator is that because it is based on mathematical and numerical principles (rather than statistical principles), it is not subject to the strict error distribution assumptions as the statistical indicator. Furthermore, examining the error terms included in the CNR can indicate whether the dominant errors are due to the independent variables or the dependent variables. The action needed to improve the accuracy of the model can be decided upon diagnosing the variable that introduces the dominant error.

It was shown that restricting the polynomial model to consecutive powers of the independent variable may yield a much less accurate model than the one that can be obtained without this restriction. The SROV procedure can help in identifying the optimal polynomial model.
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