Approximating the Influence of Monotone Boolean Functions in $O(\sqrt{n})$ Query Complexity
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Abstract

The Total Influence (Average Sensitivity) of a discrete function is one of its fundamental measures. We study the problem of approximating the total influence of a monotone Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, which we denote by $I[f]$. We present a randomized algorithm that approximates the influence of such functions to within a multiplicative factor of $(1 \pm \epsilon)$ by performing $O\left(\sqrt{n} I[f] \cdot \text{poly}(1/\epsilon)\right)$ queries. We also prove a lower bound of $\Omega\left(\sqrt{n \log n \cdot I[f]}\right)$ on the query complexity of any constant-factor approximation algorithm for this problem (which holds for $I[f] = \Omega(1)$), hence showing that our algorithm is almost optimal in terms of its dependence on $n$. For general functions we give a lower bound of $\Omega\left(n I[f]\right)$, which matches the complexity of a simple sampling algorithm.
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1 Introduction

The influence of a function, first introduced by Ben-Or and Linial [2] in the context of “collective coin-flipping”, captures the notion of the sensitivity of a multivariate function. More precisely, for a Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, the individual influence of coordinate $i$ on $f$ is defined as $I_i[f] \equiv \Pr_{x \in \{0, 1\}^n}[f(x) \neq f(x_{(\oplus i)})]$, where $x$ is selected uniformly in \{0, 1\}n and $x_{(\oplus i)}$ denotes $x$ with the $i$th bit flipped. The total influence of a Boolean function $f$ (which we simply refer to as the influence of $f$) is $I[f] = \sum_i I_i[f]$.

The study of the influence of a function and its individual influences (distribution) has been the focus of many papers ([2, 27, 8, 20, 40, 9, 41, 18, 7, 19, 34, 14] to mention a few – for a survey see [21]).
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1The influence can be defined with respect to other probability spaces (as well as for non-Boolean functions), but we focus on the above definition.
The influence of functions has played a central role in several areas of computer science. In particular, this is true for distributed computing (e.g., [2, 27]), hardness of approximation (e.g., [15, 28]), learning theory (e.g., [24, 10, 35, 36, 12])\(^2\) and property testing (e.g., [16, 4, 5, 32, 37]). The notion of influence also arises naturally in the context of probability theory (e.g., [38, 39, 3]), game theory (e.g., [30]), reliability theory (e.g., [29]), as well as theoretical economics and political science (e.g., [1, 25, 26]).

Given that the influence is such a basic measure of functions and it plays an important role in many areas, we believe it is of interest to study the algorithmic question of approximating the influence of a function as efficiently as possible, that is, by querying the function on as few inputs as possible. Specifically, the need for an efficient approximation for a function’s influence might arise in the design of sublinear algorithms, and in particular property testing algorithms.

As we show, one cannot improve on a standard sampling argument for the problem of estimating the influence of a general Boolean function, which requires \(\Omega(\frac{n}{I[f]})\) queries to the function, for any constant multiplicative estimation factor.\(^3\) This fact justifies the study of subclasses of Boolean functions, among which the family of monotone functions is a very natural and central one. A function over the \(n\)-dimensional Boolean hypercube is monotone if \(f(x) \leq f(y)\) for every two points \(x, y\) such that \(x \prec y\), where ‘\(\prec\)’ is the standard partial order over the Boolean hypercube. Namely, for \(x = x_1, \ldots, x_n, y = y_1, \ldots, y_n \in \{0, 1\}^n\), we use the notation \(x \prec y\) to mean that \(x_i \leq y_i\) for every \(1 \leq i \leq n\), and \(x_i < y_i\) for some \(1 \leq i \leq n\). We show that the special structure of monotone functions implies a useful behavior of their influence, making the computational problem of approximating the influence of such functions significantly easier.

### 1.1 Our results and techniques

We present a randomized algorithm that approximates the influence of a monotone Boolean function to within any multiplicative factor using sublinear query complexity, so long as the influence is not too small. More precisely, we prove the following theorem:

**Theorem 1.1** For every \(\delta, \epsilon > 0\) and for every monotone function \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) such that \(I[f] \geq \exp(-c_1\epsilon^2n + c_2\log(n/\epsilon))\) for certain fixed constants \(c_1\) and \(c_2\), there is a randomized algorithm, whose output \(\hat{I}\) satisfies

\[
(1 - \epsilon) \cdot I[f] \leq \hat{I} \leq (1 + \epsilon) \cdot I[f] .
\]

with probability at least \(1 - \delta\). Furthermore, with probability at least \(1 - \delta\), the number of queries performed by the algorithm is \(O\left(\frac{\log(1/\delta)}{\epsilon^2} \cdot \frac{\sqrt{n}}{I[f]}\right)\).

Observe that if \(\epsilon\) is a constant, then the required lower bound on \(I[f]\) is exponentially small in \(n\) which is a rather weak assumption, and as long as \(\epsilon \geq c'\sqrt{\log n/n}\) for some constant \(c'\), the lower bound is (inverse) polynomial in \(n\). On the other hand, if \(\epsilon < c'\sqrt{\log n/n}\) then we can easily get a \((1 \pm \epsilon)\)-approximation by simply sampling \(O\left(\frac{\sqrt{n}}{I[f]} \cdot \text{poly}(1/\epsilon)\right) = O\left(\frac{n}{I[f]} \cdot \text{poly}(1/\epsilon)\right)\) edges (as explained shortly).

We also prove a nearly matching lower bound of \(\Omega\left(\frac{\sqrt{n}}{\log n/I[f]}\right)\) on the query complexity of any constant-factor approximation algorithm for this problem (which holds for \(I[f] = \Omega(1)\)):

\(^2\)Here we referenced several works in which the influence appears explicitly. The influence of variables plays an implicit role in many learning algorithms, and in particular those that build on Fourier analysis, beginning with [31].

\(^3\)If one wants an additive error of \(\epsilon\), then \(\Omega(n/\epsilon^2)\) queries are necessary (when the influence is large) [33].
Theorem 1.2 For every $I^*$ such that $2 \leq I^* \leq \sqrt{n}/\log n$, there exists a family of monotone functions $F_{I^*}$, and a function $g$ for which the following holds. For every $f \in F_{I^*}$ we have that $I[f] \geq I^*$, while $I[g] = 1 - o(1)$, but any algorithm that distinguishes with probability at least $2/3$ between a uniformly selected function in $F_{I^*}$, and $g$ must perform $\Omega\left(\frac{n}{I^* \log n}\right)$ queries.

The high level idea for the algorithm. As noted above, the influence of a function can be approximated by sampling random edges (i.e., pairs $(x, x^{\oplus i})$) that differ on a single coordinate) from the Boolean hypercube. A random edge has probability exactly $\frac{I[f]}{n}$ to be influential (i.e., satisfy $f(x) \neq f(x^{\oplus i})$), so a standard sampling argument implies that it suffices to ask $O\left(\frac{n}{I^* \log(1/\epsilon)}\right)$ queries in order to approximate this probability to within $(1 \pm \epsilon)$. We also note that in the case of monotone functions, it is well known that the total influence equals twice the sum of the Fourier coefficients that correspond to singleton sets \{$i\}$, $i \in \{1, \ldots, n\}$. Therefore, it is possible to approximate the influence of a function by approximating this sum, which equals $\frac{1}{2n} \cdot \sum_{i=1}^{n} \left( \sum_{x \in \{0,1\}^n : x_i = 1} f(x) - \sum_{x \in \{0,1\}^n : x_i = 0} f(x) \right)$. However, the direct sampling approach for such an approximation again requires $\Omega(n/I[f])$ samples, since an algorithm performing $o(n/I[f])$ (random) queries will fail to observe any influential edge with high probability, that is, the above sum would be 0.

In order to achieve better query complexity, we would like to increase the “success probability” of a single test, that is, the probability of hitting an influential edge in a single trial. The algorithm we present captures this intuition by selecting pairs of points $x, y$ that are endpoints of chains in the Boolean hypercube. A chain is a sequence of points $z^1, \ldots, z^t$ such that $z^j \prec z^{j+1}$ for each $1 \leq j \leq t - 1$. We consider chains in which $z^j$ and $z^{j+1}$ differ on a single coordinate and hence have an edge between them. A simple but important observation is that if a function $f$ is monotone, then every chain contains at most one influential edge with respect to $f$, and if a chain contains such an edge, then $f$ assigns its endpoints different values.

A well known result of Dilworth [13] show that $\{0, 1\}^n$ can be partitioned into $N = \binom{n}{n/2} = \Theta(2^n/\sqrt{n})$ disjoint chains, and furthermore, this can be done constructively (e.g., [23]). Since this is a partition of the vertices of the Boolean hypercube, it covers all vertices, but it does not cover all edges, and in particular may not cover all (or even any) influential edges, which is what we are interested in. However, by considering all partitions that are induced by taking one single partition and applying all possible permutations over the $n$ coordinates, we do obtain a covering of all edges. Furthermore, almost all edges are covered roughly the same number of times. This fact, together with the fact that the number of edges in each chain is $\sqrt{n}$ (on the average), is what allows us to save a factor of $\sqrt{n}$ in the query complexity.

1.2 A Note on Testing Monotonicity

A natural question is whether an algorithm in the spirit of the one described in this paper can be used for testing monotonicity of Boolean functions over the Boolean hypercube. An algorithm for testing monotonicity is given query access to a function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, and is required to distinguish (with high constant success probability) between the case that $f$ is a monotone function and the case that $f$ must be modified on more than an $\epsilon$-fraction of the domain so that it become monotone (where $\epsilon$ is a given distance parameter). The best known algorithm for testing monotonicity of Boolean functions over the Boolean hypercube performs $O(n/\epsilon)$ queries [22]. This algorithm uniformly selects $O(n/\epsilon)$ pairs of points $(x, x^{\oplus i})$ where $x \in \{0, 1\}^n$ and $i \in \{1, \ldots, n\}$, and rejects if an only if it encounters a violation of monotonicity. Indeed, there are functions that are far from being monotone, for which it is necessary to select $\Omega(n)$ such
pairs in order to observe a violation [22]. It is an open problem whether this complexity can be reduced by considering pairs of points \( x, y \in \{0, 1\}^n \) which are the endpoints of a chain of length greater than 1 of the hypercube, and checking whether \( f \) violates monotonicity on each selected pair. It is known that every non-adaptive one-sided error algorithm for testing monotonicity of Boolean functions over the Boolean hypercube (which must find a violating pair of this form), needs to perform \( \Omega(\sqrt{n}) \) queries [17], and it is possible that \( O(\sqrt{n}) \) queries suffice. We note that if the range is of size \( \Omega(\sqrt{n}) \) (and the domain is still the \( n \)-dimensional Boolean hypercube), then \( \Omega(n) \) queries are necessary for testing monotonicity [6].

2 Preliminaries

In the introduction we defined the influence of a function as the sum of its individual influences \( I_i[f] \). Equivalently, the influence of a function \( f \) is the expected number of sensitive coordinates for a random input \( x \in \{0, 1\}^n \) (that is, those coordinates \( i \) for which \( f(x) \neq f(x^{(i)}) \)). In this context, it will be convenient to view \( f \) as a 2-coloring of the Boolean hypercube. Under this setting, any “bi-chromatic” edge, i.e., an edge \( (x, x^{(i)}) \) such that \( f(x) \neq f(x^{(i)}) \), will be called an influential edge. The number of influential edges of a Boolean function \( f \) is \( 4 \cdot 2^{n-1} \cdot I[f] \).

Notations. We use the notation \( f(n) = O(g(n)) \) if \( f(n) = O(g(n)\text{polylog}(g(n))) \). Similarly, \( f(n) = \Omega(g(n)) \) if \( f(n) = \Omega(g(n)/\text{polylog}(g(n))) \). For a point \( x \in \{0, 1\}^n \), let \( w(x) = \sum_{i=1}^{n} x_i \) denote the Hamming weight of \( x \). We think of the Boolean hypercube as consisting of \( n + 1 \) levels, where in each level all points have the same Hamming weight.

3 The Algorithm

As noted in the introduction, our algorithm selects pairs of points \( x, y \) that are endpoints of certain chains in the Boolean hypercube (so that in particular \( x < y \)). The algorithm queries \( f \) on these endpoints and uses the number of pairs that are assigned different values by \( f \) to obtain an estimate for \( I[f] \). The main issue that needs to be addressed is what is the distribution over such pairs, and why does it give a good estimate.

From this point on we assume that \( n \) is odd, so that the number of levels in the \( n \)-dimensional Boolean hypercube is even. This can be done without loss of generality, since if \( n \) is even, then we can consider the function \( f' : \{0, 1\}^{n+1} \rightarrow \{0, 1\} \) defined by \( f'(x_1, \ldots, x_n, x_{n+1}) = f(x_1, \ldots, x_n) \), so that \( I[f'] = I[f] \).

Our starting point is that \( \{0, 1\}^n \) can be partitioned into \( N = \binom{n}{\lfloor n/2 \rfloor} = \Theta(2^{n/\sqrt{n}}) \) disjoint symmetric chains [13] (where chains are as defined in the introduction). In symmetric we mean that for each chain, one endpoint belongs to level \( (n - 1)/2 + t \) and the other to level \( (n - 1)/2 - t \), for some \( 0 \leq t \leq (n + 1)/2 \). In particular, there is a relatively simple constructive partition due to Greene and Kleitman [23]. Furthermore, the construction of Greene and Kleitman is such that given a point \( x \in \{0, 1\}^n \) we can construct the chain \( x \) belongs to in time polynomial in \( n \) (more precisely, in time \( O(n \cdot |C(x)|) \) where \( |C(x)| \) is the size of the chain that \( x \) belongs to). While this is immaterial to the bound we obtain on the query complexity of our algorithm, it implies that its running time is polynomial in \( n \) (rather than exponential in \( n \)).

As noted in the introduction, for a monotone function \( f \), a chain can contain at most one influential edge with respect to \( f \), and if it contains such an edge, then its endpoints have different values (according to

\[4\] To verify this, observe that when partitioning the Boolean hypercube into two sets with respect to a coordinate \( i \), we end up with \( 2^{n-1} \) vertices in each set. The individual influence of variable \( i \), \( I_i[f] \), is the fraction of the “bi-chromatic” edges among all edges crossing the cut. Since \( I[f] = \sum_{i=1}^{n} I_i[f] \) we get that the total number of influential edges is \( 2^{n-1} \cdot I[f] \).
For every edge $e$, suppose that $y$ (i.e., $y$ from $x$) Hamming weight is the same as that of $z$. For each $1 \leq j \leq t - 1$ (i.e., $\mathcal{P}_\sigma$ covers the edge $e$).

If we consider the union of all chains in $\mathcal{P}_\sigma$, taken over all permutations $\sigma$, then we cover all edges. We next show that most edges are covered roughly the same number of times. We shall use the following notation: For an edge $e = (x, y)$ and a permutation $\sigma$, we shall use the (slightly abused) notation $e \in \mathcal{P}_\sigma$ to mean that there exists a chain $C = z^1, \ldots, z^t$ in $\mathcal{P}_\sigma$ such that $x = z^j$ and $y = z^{j+1}$ for some $1 \leq j \leq t - 1$ (i.e., $\mathcal{P}_\sigma$ covers the edge $e$).

**Lemma 3.1** For every edge $e$ and for a uniformly selected permutation $\sigma \in S_n$, $\Pr[\sigma] = 1/w(e)$.

**Proof:** In order to prove the lemma we shall show that the number of permutations $\sigma$ such that $e \in \mathcal{P}_\sigma$ is $n!/w(e)$. Let $e = (x, y)$, and assume that $w(y) > n/2$, so that $w(e) = w(y)$. The case that $w(x) < n/2$, so that $w(e) = n - w(x)$ is treated in a similar manner. For a permutation $\sigma$, let $x^1, \ldots, x^{w(y)}$ denote the neighbors of $y$ whose Hamming weight is the same as that of $x$, where $x = x^j$ for some $1 \leq j \leq w(y)$. Observe that for every $\sigma$, the point $y$ belongs to exactly one chain in $\mathcal{P}_\sigma$, and exactly one among $x^1, \ldots, x^{w(y)}$ belongs to the same chain. For each $1 \leq j \leq w(y)$, let $R(j)$ consist of all permutations $\sigma$ such that $x^j$ belongs to the same chain as $y$ in $\mathcal{P}_\sigma$. It remains to show that all sets $R(j)$ have the same size.

To this end, let $x^i$ and $x^j$ be (any) two neighbors of $y$ obtained by flipping coordinates $c(i)$ and $c(j)$ of $y$ from 1 to 0 correspondingly. We claim that $|R(i)| = |R(j)|$. Indeed, let $\tau$ be a permutation preserving $y$ (i.e., $\tau(y_1) \ldots \tau(y_n) = y$) but moving $x^i$ to $x^j$ (for example, an involution between $c(i)$ and $c(j)$). Then $(y, x_i) \in \mathcal{P}_\sigma$ if and only if $(y, x_j) \in \mathcal{P}_\tau$. This establishes a one to one mapping between $R(i)$ and $R(j)$.

We establish one more lemma before presenting the algorithm. We shall say that a chain $C$ is influential if $C$ contains an influential edge.

**Lemma 3.2** Suppose that $I[f] \geq 16n \cdot e^{-c_2n/96}/\epsilon$ and we uniformly select a random permutation $\sigma \in S_n$ and a random chain $C$ in $\mathcal{P}_\sigma$. Then

$$
(1-\epsilon/2) \frac{I[f] \cdot 2^n}{n \cdot N} \leq \Pr[\sigma, C \in \mathcal{P}_\sigma] \leq \frac{I[f] \cdot 2^n}{n \cdot N}.
$$

**Proof:** Let $\mathcal{E}(f)$ denote the set of influential edges of $f$ (so that $|\mathcal{E}(f)| = 2^{n-1} \cdot I[f]$). Since any chain can contain at most one edge $e \in \mathcal{E}(f)$, and applying Lemma 3.1,

$$
\Pr[\sigma, C \in \mathcal{P}_\sigma] \leq \sum_{e \in \mathcal{E}(f)} \Pr[\sigma] = \frac{1}{N} \sum_{e \in \mathcal{E}(f)} \frac{1}{w(e)}.
$$

On one hand, since $w(e) > n/2$ for every edge $e$, we have that

$$
\sum_{e \in \mathcal{E}(f)} \frac{1}{w(e)} < |\mathcal{E}(f)| \cdot \frac{2^{n-1} \cdot I[f]}{n} = \frac{2^n \cdot I[f]}{n}.
$$
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On the other hand, if we let \( E_\epsilon(f) = \{ e \in E(f) : w(e) \leq (1 + \epsilon/4)(n/2) \} \), then
\[
\sum_{e \in E_\epsilon(f)} \frac{1}{w(e)} \geq \sum_{e \in E_\epsilon(f)} \frac{1}{w(e)} \geq \left| E_\epsilon(f) \right| \cdot \frac{1}{1 + \epsilon/4} \cdot \frac{2}{n} \geq \left| E_\epsilon(f) \right| \cdot (1 - \epsilon/4) \cdot \frac{2}{n} .
\] (3)

Since the total number of edges \( e \) for which \( w(e) > (1 + \epsilon/4)(n/2) \) is upper bounded by \( n \cdot 2^n \cdot 2e^{-n^2/96} \), we have that
\[
\sum_{e \in E(f)} \frac{1}{w(e)} \geq \left( \left| E(f) \right| - n \cdot 2^{n+1} \cdot e^{-n^2/96} \right) \cdot (1 - \epsilon/4) \cdot \frac{2}{n} .
\] (4)

By the premise of the lemma, \( I[f] \geq 16ne^{-2n^2/96}/\epsilon \), so that \( n \cdot 2^{n+1} \cdot e^{-n^2/96} \leq (\epsilon/4)|E(f)| \), and we get that
\[
\sum_{e \in E(f)} \frac{1}{w(e)} \geq (1 - \epsilon/2) \cdot \frac{2n \cdot I[f]}{n} .
\] (5)

The Lemma follows by combining Equations (1), (2), and (5). \( \square \)

Given Lemma 3.2 and the fact that \( \frac{2^n}{n^{0.5}} = \Theta(1/\sqrt{n}) \), in order to obtain an estimate of \( I[f] \) that is accurate up to a factor of \( (1 \pm \epsilon) \) with high success probability (for \( I[f] \) that is not too small), it suffices to take a sample of \( \Theta(\sqrt{n}/I[f]) \) chains according to the distribution induced by selecting \( \sigma \in S_n \) uniformly and then selecting a chain \( C \in \mathcal{P}_\sigma \) uniformly. Albeit, the sample size depends on \( I[f] \) which is (obviously) not known, and so our algorithm takes a slightly different approach, described in Figure 1 below.

**Algorithm 1:** Approximating the Influence (given \( \epsilon, \delta \) and oracle access to \( f \))

1. Let \( t = \frac{24 \ln(\frac{2}{\delta})}{\epsilon^2} \), and initialize \( \alpha \leftarrow 0 \), \( m \leftarrow 0 \), and \( \hat{I} \leftarrow 0 \).

2. Repeat the following until \( \alpha = t \):
   
   (a) Select \( \sigma \in S_n \) uniformly at random and select a chain \( C \in \mathcal{P}_\sigma \) uniformly at random, where \( \mathcal{P} \) is the partition defined by the construction in [23]. (This step can be implemented by selecting a point \( z \) such that \( w(z) = \lfloor n/2 \rfloor \) uniformly at random, selecting a permutation \( \sigma \) uniformly at random, and constructing the chain that \( \sigma(z) \) belongs to.)
   
   (b) Let \( b(C) \) and \( t(C) \) be the bottom and top endpoints of \( C \), respectively.
   
   (c) If \( f(b(C)) \neq f(t(C)) \), then \( \alpha \leftarrow \alpha + 1 \).
   
   (d) \( m \leftarrow m + 1 \)

3. \( \hat{I} \leftarrow \frac{n^2}{2m} \cdot \frac{t}{m} \), and return \( \hat{I} \).

Figure 1: The algorithm for approximating the influence of a monotone function \( f \).

The following theorem asserts the correctness and desired query complexity of Algorithm 1, thereby proving Theorem 1.1.

**Theorem 3.3** For every \( \delta, \epsilon > 0 \) and for every monotone function \( f : \{0,1\}^n \rightarrow \{0,1\} \) such that \( I[f] \geq 16ne^{-2n^2/96}/\epsilon \), with probability at least \( 1 - \delta \), the output, \( \hat{I} \), of Algorithm 1 satisfies:
\[
(1 - \epsilon) \cdot I[f] \leq \hat{I} \leq (1 + \epsilon) \cdot I[f] .
\]
Furthermore, with probability at least $1 - \delta$, the number of queries performed by the algorithm is $O\left(\frac{\log(1/\delta)}{\varepsilon^2} \cdot \sqrt{n / I[f]}\right)$.

We note that the bound on the number of queries performed by the algorithm implies that the expected query complexity of the algorithm is $O\left(\frac{\log(1/\delta)}{\varepsilon^2} \cdot \sqrt{n / I[f]}\right)$. Furthermore, the probability that the algorithm performs a number of queries that is more than $k$ times the expected value decreases exponentially with $k$.

**Proof:** Let $p(f)$ denote the probability that a chain $C$ (selected uniformly in $\mathcal{P}_n$ for a uniformly selected $\sigma \in S_n$) is influential. By Lemma 3.2 (and the lower bound on $I[f]$), we have that $(1 - \varepsilon/2)\frac{I[f] \cdot 2n}{n \cdot \rho} \leq p(f) \leq \frac{I[f] \cdot 2n}{n \cdot \rho}$. Recall that $m$ is a random variable denoting the number of iterations performed by the algorithm until it stops (once $\alpha = t$). Let $\tilde{m} = \frac{t}{\hat{p}(f)}$, $\tilde{m}_1 = \frac{\tilde{m}}{(1+\varepsilon/2)}$, and $\tilde{m}_2 = \frac{\tilde{m}}{(1-\varepsilon/2)}$. We say that an iteration of the algorithm is *successful* if an influential chain is selected in the iteration. Let $\hat{p}(f) = \frac{t}{m}$ denote the fraction of successful iterations.

Suppose that $\tilde{m}_1 \leq m \leq \tilde{m}_2$. In such a case,

$$ (1 - \varepsilon/2) \cdot p(f) \leq \hat{p}(f) \leq (1 + \varepsilon/2) p(f), \tag{6} $$

since $\hat{p}(f) = \frac{t}{\tilde{m}} = \frac{p(f) \cdot \tilde{m}}{\tilde{m}}$. By the definition of the algorithm, $\hat{I} = \frac{n \cdot N}{2^m} \cdot \frac{\hat{t}}{m} = \frac{n \cdot N}{2^{\tilde{m}}} \cdot \hat{p}(f)$, and so we get that $(1 - \varepsilon) \cdot I[f] \leq \hat{I} \leq (1 + \varepsilon) \cdot I[f]$ (assuming $\tilde{m}_1 \leq m \leq \tilde{m}_2$).

It remains to prove that $\tilde{m}_1 \leq m \leq \tilde{m}_2$ with probability at least $1 - \delta$. Let $X_i$ denote the indicator random variable whose value is 1 if and only if the $i$th iteration of the algorithm was successful, and let $X = \sum_{i=1}^{\tilde{m}_1} X_i$. By the definition of $X_i$, we have that $E[X_i] = p(f)$, and so (by the definition of $\tilde{m}_1$ and $\tilde{m}$) we have that $E[X] = \tilde{m}_1 \cdot p(f) = \frac{t}{1+\varepsilon/2}$. Hence, by applying the multiplicative Chernoff bound [11],

$$ \Pr[m < \tilde{m}_1] \leq \Pr[X \geq t] = \Pr[X \geq (1 + \varepsilon/2)E[X]] \leq \exp(-\varepsilon^2 t/24). \tag{7} $$

By an analogous argument we get that $\Pr[m > \tilde{m}_2] \leq \exp(-\varepsilon^2 t/16)$, and so choosing $t = \frac{24\ln(\frac{1}{\delta})}{\varepsilon^2}$ ensures that both events happen with probability at most $\delta/2$, and so $\Pr[\tilde{m}_1 \leq m \leq \tilde{m}_2] \geq 1 - \delta$, as desired.

Since in particular $m \leq \tilde{m}_2$ with probability at least $1 - \delta$, and the query complexity of the algorithm is $O(m)$, we have that, with probability at least $1 - \delta$, the query complexity is upper bounded by

$$ O(\tilde{m}_2) = O\left(\frac{t}{p(f)}\right) = O\left(\frac{t \cdot n \cdot N}{2^{\tilde{m}} \cdot I[f]}\right) = O\left(\frac{\log(1/\delta)}{\varepsilon^2} \cdot \frac{\sqrt{n}}{I[f]}\right) \tag{8} $$

as required. \[ \blacksquare \]

### 4 A Lower Bound

In this section we prove a lower bound of $\Omega\left(\frac{\sqrt{n}}{I[f] \cdot \log n}\right)$ on the query complexity of approximating the influence of monotone functions. Following it we explain how a related construction gives a lower bound of $\Omega\left(\frac{n}{I[f]}\right)$ on approximating the influence of *general* functions. The idea for the first lower bound is the following. We show that any algorithm that performs $o\left(\frac{\sqrt{n}}{I[f] \cdot \log n}\right)$ queries cannot distinguish with constant success probability between the following: (1) A certain threshold function (over a relatively small number
of variables), and (2) A function selected uniformly at random from a certain family of functions that have significantly higher influence than the threshold function. The functions in this family can be viewed as “hiding their influence behind the threshold function”. More precise details follow.

We first introduce one more notation. For any integer \( 1 \leq k \leq n \) and \( 0 \leq t \leq k \), let \( \tau^t_k : \{0, 1\}^n \to \{0, 1\} \) be the \( t \)-threshold function over \( x_1, \ldots, x_k \). That is, \( \tau^t_k(x) = 1 \) if and only if \( \sum_{i=1}^k x_i \geq t \). Observe that (since for every \( 1 \leq i \leq k \) we have that \( I_\tau(x_i) = 2^{-k} \cdot \binom{k}{i-1} \) while for \( i > k \) we have that \( I_\tau(x_i) = 0 \), \( I_\tau^t(k) = k \cdot 2^{-(k-1)} \cdot \binom{k-1}{t-1} \).

The above observation implies that for every sufficiently large \( k (k \geq 2 \log n \text{ suffices}) \), there exists a setting of \( t < k/2 \), which we denote by \( t(k, 1) \), such that \( I_\tau^t(k, 1) = 1 - o(1) \) (where the \( o(1) \) is with respect to \( k \)). This setting satisfies \( (t(k, 1) - 1) = \Theta(2^k/k) \) (so that \( t(k, 1) = k/2 - \Theta(\sqrt{k \log k}) \)).

We are now ready to prove Theorem 1.2. For clarity, we restate it in terms of our new notation.

**Theorem 4.1** For every \( I^* \) such that \( 2 \leq I^* \leq \sqrt{n}/\log n \), there exists a family of monotone functions \( F_{I^*} \) such that \( I[f] \geq I^* \) for every \( f \in F_{I^*} \), but any algorithm that distinguishes with probability at least 2/3 between a uniformly selected function in \( F_{I^*} \) and \( \tau^t_k(k, 1) \) for \( k = 2 \log n \), must perform \( \Omega \left( \frac{\sqrt{n}}{I^* \log(n/I^*)} \right) \) queries.

In particular, considering \( I^* = \epsilon \) for any constant \( c \geq 2 \), we get that every algorithm for approximating the influence to within a multiplicative factor of \( \sqrt{c} \) must perform \( \Omega(\sqrt{n}) \) queries. If we increase the lower bound on the influence, then the lower bound on the complexity of the algorithm decreases, but the approximation factor (for which the lower bound holds), increases. We note that the functions for which the lower bound construction hold are not balanced, but we can easily make them very close to balanced without any substantial change in the argument (by “ORing” \( \tau^t_k(k, 1) \) as well as every function in \( F_{I^*} \) with \( x_1 \)).

We also note that for \( I^* = \Omega(\sqrt{n} \log n) \) we can slightly improve the lower bound on approximating the influence to \( \Omega \left( \frac{\sqrt{n}}{I^* \sqrt{\log(n/I^*)}} \right) \) (for a slightly smaller approximation factor). We address this issue following the proof.

**Proof:** For \( k = 2 \log n \) and for any \( 0 \leq t \leq k \), let \( L^t_k \) defined \( \{ x \in \{0, 1\}^k : \sum_{i=1}^k x_i = t \} \). We shall also use the shorthand \( \bar{t} \) for \( t(k, 1) \). Fixing a choice of \( I^* \), each function in \( F_{I^*} \) is defined by a subset \( R \) of \( L^t_k \) where \( |R| = \beta(I^*) \cdot 2^k \) for \( \beta(I^*) \) that set is subsequently. We denote the corresponding function by \( f_R \) and define it as follows: For every \( x \in \{0, 1\}^n \), if \( x_1, \ldots, x_k \notin R \), then \( f_R(x) = \tau^t_k(x) \), and if \( x_1, \ldots, x_k \in R \), then \( f_R(x) = \text{maj}_{n-k}(x) \), where \( \text{maj}_{n-k}(x) = 1 \) if and only if \( \sum_{i=k+1}^n x_i > (n-k)/2 \). By this definition, each \( f_R \in F_{I^*} \) is a monotone function, and

\[
I[f_R] \geq \beta(I^*) \cdot I[\text{maj}_{n-k}].
\]

If we take \( \beta(I^*) \) to be \( \beta(I^*) = I^*/I[\text{maj}_{n-k}] = cI^*/\sqrt{n-k} \) (for \( c \) that is roughly \( \sqrt{\pi}/2 \)), then in \( F_{I^*} \) every function has influence at least \( I^* \). Since \( \beta(I^*) \) is upper bounded by \( |L^t_k|/2^k \), which, (by the definition of \( \bar{t} = t(k, 1) \), is of the order of \( 1/k = \Theta(1/\log n) \) this construction is applicable so long as \( I^* \leq c/\sqrt{n}/\log n \) for sufficiently small \( c \).

Consider an algorithm that needs to distinguish between \( \tau^t_k \) and a uniformly selected \( f_R \in F_{I^*} \). Clearly, as long as the algorithm doesn’t perform a query on \( x \) such that \( x_1, \ldots, x_k \in R \), the value returned by \( f_R \) is the same as that of \( \tau^t_k \). But since \( R \) is selected uniformly in \( L^t_k \), as long as the algorithm performs less than \( |L^t_k|/c\cdot\beta(I^*)^2 \pi \) queries (where \( c' \) is some sufficiently large constant), with high constant probability (over the choice of \( R \)), it will not “hit” a point in \( R \). Since \( \frac{|L^t_k|}{c\cdot\beta(I^*)^2 \pi} = \Theta \left( \frac{\sqrt{n}}{\log n \cdot I^*} \right) \), the theorem follows.
In order to get the aforementioned slightly higher lower bound for \( I^* = \Omega(\sqrt{\log n}) \), we modify the settings in the proof of Theorem 4.1 in the following manner. We set \( k = \log(\sqrt{n}/I^*) \) and \( t = k/2 \) (so that the “low influence” function is simply a majority function over \( k \) variables, \( \tau^{k/2}_t \)). For the “high influence” function, we let \( R \) consist of a single point \( \bar{x} \) in \( L^{k/2} \), where for each \( R = \{ \bar{x} \} \) we have a different function in \( F_{I^*} \) (as defined in the proof of Theorem 4.1). It follows that for each such \( R \), \( I[f_R] = (1 - o(1))\sqrt{k} + \frac{1}{2^t\sqrt{n}} - k \geq I^* \), while \( I[\tau^{k/2}_t] \approx \sqrt{k} = O(\sqrt{\log n}) \). By the same argument as in the proof of Theorem 4.1, if the algorithm performs less than \( \frac{c'|I^{k/2}_t|}{|R|} = \frac{c''2^k}{\sqrt{k}} = \frac{c''\sqrt{n}}{I^*\sqrt{\log(\frac{n}{I^*})}} \) queries (for small enough \( c' \), which determines the constant \( c'' \)), with high probability it will not “hit” \( \bar{x} \), and thus will not be able to distinguish between a randomly selected function \( f \in f_R \) (where the randomness is over the choice of \( \bar{x} \in L^{k/2} \)) and \( \tau^{k/2}_t \).

**A lower bound of \( \Omega(n/I[f]) \) for general functions.** We note that for general (not necessarily monotone) functions, we can obtain a stronger lower bound of \( \Omega(n/I[f]) \) on estimating the influence, which implies that it is not possible in general to improve on the simple edge-sampling approach (in terms of the dependence on \( n \) and \( I[f] \)). The idea behind the following construction is similar to the one used in the previous section, only now the lack of the monotonicity constraint allows us to “hide” the influential part of the function “behind” an arbitrary small set \( R \) of assignments to the first \( k \) variables. We then compensate for the small probability of hitting \( R \) with a function having very high influence (Parity) over the remaining \( n - k \) variables. More precisely, we prove the following:

**Theorem 4.2** For every \( I^* \) in the range \( 2 \leq I^* \leq n \), there exists a family of functions \( F_{I^*} \) such that \( I[f] \geq I^* \) for every \( f \in F_{I^*} \), but any algorithm that distinguishes with probability at least \( 2/3 \) between a uniformly selected function in \( F_{I^*} \) and the dictatorship function \( D_1(x) = x_1 \), must perform \( \Omega(n/I^*) \) queries.

**Proof:** First, note that the theorem is trivial for \( I^* = \Omega(n) \), since any algorithm must perform at least one query to accomplish the above task, so we may henceforth assume that \( I^* = o(n) \). Once again, we consider the first \( k \) variables, where here \( k = \log n \).

Fixing \( I^* \), each function in \( F_{I^*} \) is defined by a subset \( R \) of \( \{0,1\}^k \) such that \( |R| = 2I^* \). We denote the corresponding function by \( f_R \) and define it as follows: For every \( x \in \{0,1\}^n \), if \( x_1, \ldots, x_k \notin R \) then \( f_R(x) = x_1 \), and if \( x_1, \ldots, x_k \in R \), we let \( f_R(x) = \bigoplus_{i=k+1}^{n} x_i \). By this definition, and since the influence of \( \bigoplus_{i=k+1}^{n} x_i \) is \( n - k \) (every bit is influential w.p 1), we have that for every \( f_R \in F_{I^*} \), it holds that

\[
I[f_R] = (1 - 2I^*/2^k) + (2I^*/2^k) \cdot (n - k) = I^* + 1 + I^*(1 - 2(\log n + 1)/n) \geq I^*,
\]

where we use the fact that \( k = \log(n) \).

Consider an algorithm that needs to distinguish between \( D_1 \) and a uniformly selected \( f_R \in F_{I^*} \) (that is, \( f_R \) for a uniformly random subset \( R \subset [k] \)). Clearly, as long as the algorithm doesn’t perform a query on \( x \) such that \( x_1, \ldots, x_k \in R \), the value returned by \( f_R \) is the same as that of \( D_1 \). But since \( R \) is selected uniformly in \( \{0,1\}^k \), as long as the algorithm performs less than \( \frac{2^k}{c'I[R]} = \frac{2^k}{c'2^{I^*}} \) queries (where \( c' \) is some sufficiently large constant), with high constant probability (over the choice of \( R \)), it will not “hit” a point in \( R \), and hence will not be able to distinguish between the aforementioned classes.
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