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1. Introduction. Various multi–time-scale (in particular, two–time-scale) processes are adequately modeled by singularly perturbed differential systems. Such systems have been studied extensively in the literature (see, e.g., [1, 2, 3, 4, 5, 6, 7, 8] and references therein). An important type of singularly perturbed differential system is a system with time delays of the order of a small parameter \(\varepsilon > 0\) multiplying a part of the highest-order state derivatives in the system. Such systems arise in various applications (see, e.g., [9, 10, 11, 12, 13, 14, 15]). Surveys of results in this topic can be found in [3, 5, 8, 16].

To the best of our knowledge, among various analytical approaches to study of singularly perturbed systems with delays, two approaches are mainly developed in the literature. The first one uses either a Lyapunov–Krasovskii-type functional or a Razumikhin-type theorem, leading to reduction of the analysis of the original system to analysis of a set of linear matrix inequalities (see, e.g., [12, 13, 15, 17, 18, 19, 20, 21, 22] and references therein). The second approach uses a slow-fast decomposition of the original system, followed by separate analysis of two resulting slow and fast subsystems, which are single–time-scale ones and independent of each other. Based on this analysis, various properties of the original system, valid for all sufficiently small values of the parameter of singular perturbation, are deduced (see, e.g., [16, 19, 23, 24, 25, 26, 27, 28] and references therein). Although the first approach is simple enough for implementation, it is rather conservative because it does not preserve the infinite-dimensional nature of the original system. The second
method, preserving the infinite-dimensional nature of the original system, is much less conservative.

In the present paper, we develop the second approach to analysis of singularly perturbed systems with delays, i.e., the slow-fast decomposition approach. There are two types of such a decomposition, asymptotic and exact. The asymptotic decomposition yields a set of unconnected slow and fast subsystems, which is not equivalent to the original singularly perturbed system. Due to such a decomposition, one needs to prove that some property of the decomposed system is valid also for the original one, which is a disadvantage of the asymptotic slow-fast decomposition. In contrast with the asymptotic decomposition, the exact slow-fast decomposition transforms the original system to the equivalent set of unconnected slow and fast subsystems. The latter means that both systems, original and decomposed, have the same properties, while a study of the decomposed system can be carried out separately for the slow and fast parts, which essentially simplifies analysis of the original system. This is a considerable advantage of the exact slow-fast decomposition of a singularly perturbed system.

In this paper, we deal with the exact slow-fast decomposition. For undelayed singularly perturbed systems, starting from the work [29], such a decomposition has been developed and used in numerous works (see, e.g., [2, 4, 30, 31, 32, 33, 34] and references therein). However, the exact slow-fast decomposition of singularly perturbed systems with the small delays was developed in only two works [23, 24]. In [23], the case of the system with delays only in the fast state variable was considered, and the decomposition was applied for feedback stabilization of such a system. In [24], the case of the system with a single pointwise delay and a distributed delay in both slow and fast state variables was studied, and the decomposition was applied for stability analysis of the considered system. In these papers, the exact slow-fast decomposition was carried out based on a transformation of the original differential system to an equivalent integral one, and using integral manifolds and operator techniques subject to the assumption on the exponential stability of the fast subsystem. The decomposed system was an integral system.

In the present paper, a singularly perturbed system with multiple pointwise and distributed small time delays in both slow and fast state variables is considered. A novel (direct) approach to the exact slow-fast decomposition of such a system is proposed. This approach does not require the transformation of the original system to the integral one, as well as rather complex integral manifolds and operator techniques, and the restrictive assumption on the stability of the fast subsystem. This approach proposes explicit linear transformations of the original state variables, leading to the exact slow-fast decomposition of the original system. The decomposed system remains differential. The method proposed in this paper is simpler and more convenient for applications than the method of the existing works [23, 24]. It can be effectively used in analysis of uncontrolled singularly perturbed systems with the small delays, in design of stabilizing controls for such a type of controlled systems, as well as in studying stabilizability, detectability, controllability, and observability of such systems. Two applications of the exact slow-fast decomposition are presented in the paper. The first application is an exact slow-fast decomposition of the spectrum of a singularly perturbed system with a small pointwise delay. The second application is stability and instability analysis of a multilink single-sink optical network.

The paper is organized as follows. In the next section, the problem is formulated rigorously. In section 3, by introducing a new state variable of two arguments, the original system is transformed equivalently to a new system consisting of two ordinary
functional-differential equations and one partial first-order differential equation subject to a boundary condition. In this new system, one ordinary functional-differential equation is a slow mode equation, while the second ordinary functional-differential equation, as well as the partial differential equation, are fast mode equations. The rest of this section, as well as sections 4–6, are devoted to a consecutive elimination of the slow state variable from the fast mode equations and the fast state variables from the resulting slow mode equation. These eliminations are subject to proper linear transformations of the state variables, finite-dimensional for the first elimination and infinite-dimensional for the second elimination. As a result of these eliminations, a slow-fast decomposed system, equivalent to the original one, is obtained. In section 7, the case of a singularly perturbed system with a single pointwise small delay is treated. Based on the previous results, an exact slow-fast spectrum decomposition for this system is obtained. Using the theoretical results of the previous sections, a real-world problem (stability and instability of a multilink single-sink optical network) is studied in section 8. Section 9 contains conclusions. In Appendices A, B, and C we give the proofs of three important lemmas.

Notation. (1) \( E^n \) is the real \( n \)-dimensional Euclidean space, while \( C^n \) is the complex \( n \)-dimensional Euclidean space. (2) \( \| \cdot \| \) is the Euclidean norm of a vector and of a matrix (real or complex). (3) \( L^2[a, b; E^n] \) is the Hilbert \( L^2 \)-space of functions \( f(\eta) : [a, b] \to E^n \), and for any \( f(\eta), g(\eta) \in L^2[a, b; E^n] \), \( \langle f(\eta), g(\eta) \rangle_{L^2[a, b; E^n]} \) is the inner product in this space. (4) \( L^2[a, b; C^n] \) is the Hilbert \( L^2 \)-space of functions \( f(\eta) : [a, b] \to C^n \), and for any \( f(\eta), g(\eta) \in L^2[a, b; C^n] \), \( \langle f(\eta), g(\eta) \rangle_{L^2[a, b; C^n]} \) is the inner product in this space. (5) \( W^{1,2}[a, b; C^n] \) is the corresponding Sobolev space of functions \( f(\eta) : [a, b] \to C^n \). (6) \( \mathcal{M}[a, b; n] \) denotes the Hilbert space of all pairs \( f = (f_E, f_L(\eta)), f_E \in E^n, f_L(\eta) \in L^2[a, b; E^n] \); the inner product in this space is \( \langle f, g \rangle_{\mathcal{M}[a, b; n]} = \int_a^b f_E^T g_E + \langle f_L(\eta), g_L(\eta) \rangle_{L^2[a, b; E^n]} \), and the norm is \( \| f \|_{\mathcal{M}[a, b; n]} = \sqrt{\langle f, f \rangle_{\mathcal{M}[a, b; n]}} \); the superscript “\( T \)” denotes the transposition. (7) \( \text{col}(x, y) \), where \( x \in E^n, y \in E^m \), is the column block-vector of the dimension \( n + m \) with the upper block \( x \) and the lower block \( y \). (8) \( I_n \) is the identity matrix of dimension \( n \times n \). (9) \( V_0^n[D(\eta)] \) is the variation in the Euclidean matrix norm of the \( n \times m \)-matrix-valued function \( D(\eta) \), \( \eta \in [a, b] \).

2. Problem statement. In subsection 2.1, the initial differential system with delays is presented. Some important notions from the topics of differential systems with delays and singularly perturbed differential systems with small delays are recalled. In subsection 2.2, the initially formulated system is converted equivalently to a form more suitable for the further analysis. In subsection 2.3, objectives of the paper are formulated.

2.1. Initial system. Consider the differential system

\[
\frac{dx(t)}{dt} = \sum_{j=0}^N \left[ A_{1j}(\varepsilon)x(t - \varepsilon h_j) + A_{2j}(\varepsilon)y(t - \varepsilon h_j) \right] + \int_{-h}^0 \left[ G_1(\eta, \varepsilon)x(t + \varepsilon \eta) + G_2(\eta, \varepsilon)y(t + \varepsilon \eta) \right] d\eta, \quad t \geq 0,
\]

(2.1)

\[
\varepsilon \frac{dy(t)}{dt} = \sum_{j=0}^N \left[ A_{3j}(\varepsilon)x(t - \varepsilon h_j) + A_{4j}(\varepsilon)y(t - \varepsilon h_j) \right] + \int_{-h}^0 \left[ G_3(\eta, \varepsilon)x(t + \varepsilon \eta) + G_4(\eta, \varepsilon)y(t + \varepsilon \eta) \right] d\eta, \quad t \geq 0,
\]

(2.2)
where \( x(t) \in E^n, \ y(t) \in E^m; \ \varepsilon \in (0, \varepsilon_0] \) is a small parameter, \( \varepsilon_0 > 0 \) is a given constant; \( N \geq 0 \) is a given integer; \( A_i(\varepsilon) \) and \( G_i(\eta, \varepsilon) \) \( (i = 1, \ldots, 4; \ j = 0, \ldots, N) \) are given matrices of corresponding dimensions, dependent on \( \varepsilon \) and \( (\eta, \varepsilon) \), respectively; and \( h_0 = h_1 < \cdots < h_N = h \) are given constants.

The system (2.1)–(2.2) is subject to the initial conditions

\[
(2.3) \quad x(\theta) = \varphi_x(\theta), \quad y(\theta) = \varphi_y(\theta), \quad \theta \in [-\varepsilon h, 0), \quad x(0) = x^0, \quad y(0) = y^0,
\]

where \( \varphi_x(\theta) \in L^2[-\varepsilon h, 0; E^n] \) and \( \varphi_y(\theta) \in L^2[-\varepsilon h, 0; E^m] \), as well as \( x^0 \in E^n \) and \( y^0 \in E^m \), are given.

The system (2.1)–(2.2) is a functional-differential system. It is infinite-dimensional. The state variable of this system has the form \((z(t), z(t + \varepsilon \eta))\), \( \eta \in [-h, 0) \), where \( z(t) = \text{col}(x(t), y(t)) \), \( z(t + \varepsilon \eta) = \text{col}(x(t + \varepsilon \eta), y(t + \varepsilon \eta)) \). For any given \( t \geq 0 \) and \( \varepsilon > 0 \), \( (z(t), z(t + \varepsilon \eta)) \in M[-\varepsilon h, 0; n + m] \), \( (x(t), x(t + \varepsilon \eta)) \in M[-\varepsilon h, 0; n] \), and \( (y(t), y(t + \varepsilon \eta)) \in M[-\varepsilon h, 0; m] \). The component \( z(t) \) of the state variable is called its Euclidean part, while the component \( z(t + \varepsilon \eta) \) is called the functional part of the state variable. More details on a functional-differential system and its state variable can be found, for instance, in [35] and references therein.

The system (2.1)–(2.2) is singularly perturbed by a small positive parameter \( \varepsilon \) (see, e.g., [3, 5, 16] and references therein). The important feature of (2.1)–(2.2) is that all the delays (pointwise and distributed) are proportional to the small parameter \( \varepsilon \). This system is singularly perturbed not only because of the presence of the small multiplier for a part of the derivatives, but also because of the small delay (see, e.g., [8, section 18.4], [36, 37], and references therein). Equation (2.1) is called a slow mode, and the Euclidean part \( x(t) \) of the state variable \((x(t), x(t + \varepsilon \eta))\) is called a slow one, while (2.2) and the entire state variable \((y(t), y(t + \varepsilon \eta))\) are called a fast mode and a fast state variable, respectively. As it will be shown below, the functional part \( x(t + \varepsilon \eta) \) of the state variable \((x(t), x(t + \varepsilon \eta))\) is fast.

In what follows, we make these assumptions:

(A1) The matrix-valued functions \( A_{ij}(\varepsilon) \) \( (i = 1, \ldots, 4; \ j = 0, \ldots, N) \) are continuously differentiable for \( \varepsilon \in [0, \varepsilon_0] \).

(A2) The matrix-valued functions \( G_{ij}(\eta, \varepsilon) \) \( (i = 1, \ldots, 4) \) are piecewise continuous with respect to \( \eta \in [-h, 0] \) for any \( \varepsilon \in [0, \varepsilon_0] \), and they are continuously differentiable with respect to \( \varepsilon \in [0, \varepsilon_0] \) uniformly in \( \eta \in [-h, 0] \).

By virtue of the results of [38], for any given \( \varepsilon \in (0, \varepsilon_0] \), the problem (2.1)–(2.2), (2.3) has the unique locally absolutely continuous solution \( z(t, \varepsilon) = \text{col}(x(t, \varepsilon), y(t, \varepsilon)), \quad t \geq 0 \).

2.2. Conversion of the system (2.1)–(2.2). Let us consider the following matrix-valued functions:

\[
(2.4) \quad D_{A,i}(\eta, \varepsilon) = \begin{cases} \sum_{j=1}^{N} A_{ij}(\varepsilon), & \eta \leq -h, \\ -\sum_{j=1}^{k} A_{ij}(\varepsilon), & -h_{k+1} < \eta \leq -h_k, \ k = 1, \ldots, N - 1, \\ 0, & \eta > -h_{k+1}. \end{cases}
\]

\[
(2.5) \quad D_{G,i}(\eta, \varepsilon) = - \begin{cases} \int_{-h}^{0} G_i(s, \varepsilon)ds, & \eta \leq -h, \\ \int_{\eta}^{0} G_i(s, \varepsilon)ds, & -h < \eta < 0, \\ 0, & \eta \geq 0. \end{cases}
\]

\[
(2.6) \quad D_i(\eta, \varepsilon) = D_{A,i}(\eta, \varepsilon) + D_{G,i}(\eta, \varepsilon), \quad i = 1, \ldots, 4, \ \eta \in [-h, 0], \ \varepsilon \in [0, \varepsilon_0].
\]
Remark 2.1. For each \( \varepsilon \in [0, \varepsilon_0] \), the matrix-valued functions \( D_i(\eta, \varepsilon) \) \((i = 1, \ldots, 4)\) are piecewise continuous in \( \eta \in [-h, 0] \) with the break points \( \eta = -h_j \) \((j = 1, \ldots, N)\), where these functions have finite limits from the right \( D_i(-h_j + 0, \varepsilon) = \lim_{\eta \to -h_j + 0} D_i(\eta, \varepsilon) \). These functions are continuous from the left at the break points \( \eta = -h_j \) \((j = 1, \ldots, N - 1)\). Moreover, these functions are of bounded variation (in the Euclidean matrix norm) with respect to \( \eta \in [-h, 0] \) uniformly in \( \varepsilon \in [0, \varepsilon_0] \).

Let us denote for all \( i = 1, \ldots, 4, j = 1, \ldots, N, \eta \in [-h_j, -h_{j-1}], \varepsilon \in [0, \varepsilon_0] \) the following:

\[
D_{ij}(\eta, \varepsilon) = \begin{cases} 
D_i(-h_j + 0, \varepsilon), & \eta = -h_j, \\
D_i(\eta, \varepsilon), & \eta \in (-h_j, -h_{j-1}].
\end{cases}
\]

Remark 2.2. The functions \( D_{ij}(\eta, \varepsilon) \) \((i = 1, \ldots, 4; j = 1, \ldots, N)\) are differentiable with respect to \( \eta \in [-h_j, -h_{j-1}] \) for all \( \varepsilon \in [0, \varepsilon_0] \).

Using (2.4)–(2.6), the system (2.1)–(2.2) can be rewritten equivalently as

\[
\begin{align*}
dx(t)/dt &= A_{10}(\varepsilon)x(t) + A_{20}(\varepsilon)y(t) + \int_{-h}^{0} [d_\eta D_1(\eta, \varepsilon)]x(t + \varepsilon \eta) \\
&\quad + \int_{-h}^{0} [d_\eta D_2(\eta, \varepsilon)]y(t + \varepsilon \eta), \quad t \geq 0, \\
\varepsilon dy(t)/dt &= A_{30}(\varepsilon)x(t) + A_{40}(\varepsilon)y(t) + \int_{-h}^{0} [d_\eta D_3(\eta, \varepsilon)]x(t + \varepsilon \eta) \\
&\quad + \int_{-h}^{0} [d_\eta D_4(\eta, \varepsilon)]y(t + \varepsilon \eta), \quad t \geq 0,
\end{align*}
\]

where the integrals in the right-hand parts are Stieltjes ones.

2.3. Objectives of the paper. Our objectives in this paper are (I) for all sufficiently small \( \varepsilon > 0 \), to decompose equivalently the problem (2.7)–(2.8), (2.3) into two parts, purely slow and purely fast systems with corresponding initial conditions; (II) to use the above-mentioned decomposition for an exact decomposition of the spectrum of a system of the type (2.1)–(2.2) into purely slow and purely fast parts; (III) based on the theoretical results of the paper, to analyze the asymptotic stability and the instability of a multilink single-sink optical network.

3. Transformation of system (2.7)–(2.8). In this section, two consecutive equivalent transformations of the system (2.7)–(2.8) are carried out. The first transformation (subsection 3.1) is due to the following observation. The presence of a small delay in a state variable with the slow Euclidean part of a time delay system generates an “additional” singular perturbation effect and an additional fast state variable in the system. This new fast variable is the functional part of the above-mentioned state variable with the slow Euclidean part (see, e.g., [8, section 18.4], [36, 37], and references therein). Therefore, in the exact slow-fast decomposition of system (2.7)–(2.8), we have to separate not the mode for \( (x(t), x(t + \varepsilon \eta)) \) (equation (2.7)) and the mode for \( (y(t), y(t + \varepsilon \eta)) \) (equation (2.8)), but the mode for \( x(t) \) and the modes for \( x(t + \varepsilon \eta) \) and \( y(t), y(t + \varepsilon \eta) \). In order to do this, the fast mode of \( x(t + \varepsilon \eta) \) should be obtained. This is done in subsection 3.1 by definition of a new state variable—the functional part of the original state variable \( (x(t), x(t + \varepsilon \eta)) \)—and deriving a fast differential equation for this state variable. The latter allows us to transform the original system (2.7)–(2.8) into an equivalent new system consisting of one slow mode and two fast modes. The second transformation (subsection 3.2) is a linear algebraic invertible
transformation of the fast state variables in the new system. This transformation allows us to eliminate the slow state variable from the fast modes of the resulting system by a proper choice of its matrix-valued coefficients.

3.1. Additional fast state variable. For a given $\varepsilon \in (0, \varepsilon_0]$, let us define the function, a new state variable,

$$
(3.1) \quad v(t, \eta) \triangleq x(t + \varepsilon \eta), \quad t \geq 0, \quad \eta \in [-h, 0].
$$

**Remark 3.1.** The new state variable $v(t, \eta)$ is the functional part of the state $(x(t), x(t + \varepsilon \eta))$. Therefore, it is a function of two independent variables, time $t$ and the independent variable $\eta$, representing the stretched delay. The latter varies in the stretched delay interval $[-h, 0]$. Thus, in contrast with the undelayed case, here we have not only two time scales, the original $t$ and the stretched $t/\varepsilon$ time, but also two delay scales, the original $\theta \in [-\varepsilon h, 0]$ and the stretched $\eta \in [-h, 0]$ delay.

The state variable $v(t, \eta)$ satisfies the following differential equation and boundary and initial conditions:

$$
(3.2) \quad \varepsilon \partial v(t, \eta)/\partial t - \partial v(t, \eta)/\partial \eta = 0, \quad (t, \eta) \in \Omega_+^\varepsilon,
$$

$$
(3.3) \quad v(t, 0) = x(t), \quad t \geq 0,
$$

$$
(3.4) \quad v(t, \eta) = \varphi_x(t + \varepsilon \eta), \quad (t, \eta) \in \Omega_-^\varepsilon; \quad v(t, \eta) = x^0, \quad (t, \eta) \in \Omega_0^\varepsilon,
$$

where $\Omega_+^\varepsilon \triangleq \{(t, \eta) : t \geq 0, \ \eta \in [-h, 0], \ t + \varepsilon \eta > 0\}$, $\Omega_-^\varepsilon \triangleq \{(t, \eta) : t \geq 0, \ \eta \in [-h, 0], \ t + \varepsilon \eta < 0\}$, and $\Omega_0^\varepsilon \triangleq \{(t, \eta) : t \geq 0, \ \eta \in [-h, 0], \ t + \varepsilon \eta = 0\}$.

Using (3.1), we can rewrite the system (2.7)–(2.8) in the form

$$
(3.5) \quad dx(t)/dt = A_{10}(\varepsilon)x(t) + A_{20}(\varepsilon)y(t) + \int_{-h}^{0} [d_\eta D_1(\eta, \varepsilon)]v(t, \eta)
$$

$$
+ \int_{-h}^{0} [d_\eta D_2(\eta, \varepsilon)]y(t + \varepsilon \eta), \quad t \geq 0,
$$

$$
(3.6) \quad \varepsilon dy(t)/dt = A_{30}(\varepsilon)x(t) + A_{40}(\varepsilon)y(t) + \int_{-h}^{0} [d_\eta D_3(\eta, \varepsilon)]v(t, \eta)
$$

$$
+ \int_{-h}^{0} [d_\eta D_4(\eta, \varepsilon)]y(t + \varepsilon \eta), \quad t \geq 0.
$$

**Remark 3.2.** Due to the results of [35, 39], the system (3.2), (3.5)–(3.6), along with the boundary condition (3.3) and the initial conditions (3.4), (2.3), is equivalent to the system (2.7)–(2.8) with the initial conditions (2.3) and the relation (3.1). In the new system, the Euclidean and the functional parts of the state variable $(x(t), x(t + \varepsilon \eta))$ become separated state variables, thus increasing the Euclidean dimension of the new system.

**Remark 3.3.** Since the partial derivative with respect to time $t$ in (3.2) is multiplied by the small parameter $\varepsilon$, the state variable $v(t, \eta)$ is fast. Thus, in the system (3.2), (3.5)–(3.6), the mode (3.5) and the state variable $x(t)$ are slow, while the modes (3.2), (3.6) and the state variables $v(t, \eta), (y(t), y(t + \varepsilon \eta))$ are fast.
3.2. Fast states’ transformation of the system (3.2)–(3.3), (3.5)–(3.6).

Let us transform the fast state variables of (3.2)–(3.3), (3.5)–(3.6) as follows:

\begin{align}
(3.7) & \quad w_v(t, \eta) = v(t, \eta) - L_v(\eta, \varepsilon)x(t), \quad (t, \eta) \in \Omega, \\
(3.8) & \quad w_y(t) = y(t) - L_y(\varepsilon)x(t), \quad t \geq 0, \\
& \quad w_y(t + \varepsilon \eta) = y(t + \varepsilon \eta) - L_y(\varepsilon)v(t, \eta), \quad t \geq 0, \; \eta \in [-h, 0],
\end{align}

where \( w_v(t, \eta) \) and \( (w_y(t), w_y(t + \varepsilon \eta)) \) are new state variables; \( L_v(\eta, \varepsilon) \) and \( L_y(\varepsilon) \) are some matrix-valued functions of \( (\eta, \varepsilon) \in [-h, 0] \times (0, \varepsilon_0] \) and \( \varepsilon \in (0, \varepsilon_0] \), respectively; \( L_v(\eta, \varepsilon) \) is differentiable with respect to \( \eta \in [-h, 0] \) for any \( \varepsilon \in (0, \varepsilon_0] \); and \( \Omega \triangleq \{(t, \eta) : t \geq 0, \; \eta \in [-h, 0]\} \).

Substituting (3.7) into (3.2) yields for \((t, \eta) \in \Omega^+_\varepsilon\):

\begin{align}
(3.9) & \quad \varepsilon \frac{\partial w_v(t, \eta)}{\partial t} - \frac{\partial w_v(t, \eta)}{\partial \eta} = \left( \frac{dL_v(\eta, \varepsilon)}{d\eta} \right) x(t) - \varepsilon L_v(\eta, \varepsilon) \left( \frac{dx(t)}{dt} \right) .
\end{align}

The derivative of \( w_y(t) \) for \( t \geq 0 \) has the form

\begin{align}
(3.10) & \quad \frac{d^2 w_y(t)}{dt^2} = \frac{dy(t)}{dt} - L_y(\varepsilon) \left( \frac{dx(t)}{dt} \right) .
\end{align}

Now, we do the following. First, we eliminate \( v(t, \eta) \) and \( (y(t), y(t + \varepsilon \eta)) \) from (3.5), using the transformations (3.7)–(3.8). Second, we substitute (3.5)–(3.6) into (3.9) and (3.10), and eliminate \( v(t, \eta) \) and \( (y(t), y(t + \varepsilon \eta)) \) from the resulting equations, using the same transformations. As a final result, we obtain the following system of three differential equations with respect to \( x(t), w_v(t, \eta), \) and \( (w_y(t), w_y(t + \varepsilon \eta)) \):

\begin{align}
(3.11) & \quad \frac{dx(t)}{dt} = \left( \frac{dL_v(\eta, \varepsilon)}{d\eta} \right) x(t) + \int_{-h}^{0} \left[ d_\eta \Gamma_{12}(\eta, \varepsilon, L_y(\varepsilon)) \right] w_v(t, \eta) \\
& \quad + A_{20}(\varepsilon) w_y(t) + \int_{-h}^{0} \left[ d_\eta D_2(\eta, \varepsilon) \right] w_y(t + \varepsilon \eta), \quad t \geq 0, \\
& \quad \varepsilon \frac{\partial w_v(t, \eta)}{\partial t} - \frac{\partial w_v(t, \eta)}{\partial \eta} = \left\{ \frac{dL_v(\eta, \varepsilon)}{d\eta} - F_2 \left( \varepsilon, L_v(\eta, \varepsilon), L_y(\varepsilon) \right) \right\} x(t) \\
& \quad - \varepsilon L_v(\eta, \varepsilon) \left\{ \int_{-h}^{0} \left[ d_\eta \Gamma_{12}(\eta, \varepsilon, L_y(\varepsilon)) \right] w_v(t, \eta) + A_{20}(\varepsilon) w_y(t) \\
& \quad + \int_{-h}^{0} \left[ d_\eta D_2(\eta, \varepsilon) \right] w_y(t + \varepsilon \eta) \right\}, \quad (t, \eta) \in \Omega^+_\varepsilon, \\
& \quad \varepsilon \frac{dw_v(t)}{dt} = \left( \frac{dL_v(\eta, \varepsilon)}{d\eta} \right) x(t) \\
& \quad + \int_{-h}^{0} \left[ d_\eta \left( G_{34}(\eta, \varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon) \Gamma_{12}(\eta, \varepsilon, L_y(\varepsilon)) \right) \right] w_v(t, \eta) \\
& \quad + \left( A_{40}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{20} \right) w_y(t) \\
& \quad + \int_{-h}^{0} \left[ d_\eta \left( D_4(\eta, \varepsilon) - \varepsilon L_y(\varepsilon) D_2(\eta, \varepsilon) \right) \right] w_y(t + \varepsilon \eta), \quad t \geq 0,
\end{align}
In this section, first, we choose the matrices (3.11)–(3.13). The system (3.11)–(3.13) is singularly perturbed. In this system, the mode (3.11) and the state \( x(t) \) are slow, while the modes (3.12), (3.13) and the states \( w_v(t, \eta), (w_y(t), w_y(t + \varepsilon_n)) \) are fast. Moreover, due to the transformation (3.7), the boundary condition (3.3) for the system (3.2), (3.5)–(3.6) becomes for \( t \geq 0 \)

\[
w_v(t, 0) = \left( I_n - L_v(0, \varepsilon) \right) x(t).
\]

**Remark 3.4.** Since the transformations (3.7)–(3.8) are invertible, the system (3.11)–(3.13) with the boundary condition (3.18) and the system (3.2), (3.5)–(3.6) with the boundary condition (3.3) are equivalent to each other subject to (3.7)–(3.8).

Now, we are in position to separate the fast modes from the slow one. Such a separation is carried out in the next section.

### 4. Separation of the fast modes from the slow mode in the system (3.11)–(3.13)

In this section, first, we choose the matrices \( L_v(\eta, \varepsilon) \) and \( L_y(\varepsilon) \) in such a way that the terms in the right-hand sides of (3.12)–(3.13), containing the slow state \( x(t) \), vanish. Such a choice yields a system of two equations with respect to these matrices (subsection 4.1). In subsection 4.2, the existence of a solution to this system is established. Finally, based on the results of subsections 4.1 and 4.2, the singularly perturbed upper triangular system, equivalent to the system (3.11)–(3.13), is derived. In this system, the fast modes do not contain the slow state variable, while the slow mode contains the fast state variables.

#### 4.1. Elimination of the slow state from the fast modes (3.12)–(3.13)

In order to separate the fast modes from the slow mode in the system (3.11)–(3.13), we have to eliminate the slow state variable \( x(t) \) from the fast modes (3.12)–(3.13). For this purpose, we choose the matrices \( L_v(\eta, \varepsilon) \) and \( L_y(\varepsilon) \) such that the coefficients for \( x(t) \) in the right-hand sides of these equations become zero. Thus, we obtain the following system of equations with respect to \( L_v(\eta, \varepsilon) \) and \( L_y(\varepsilon) \):

\[
\frac{dL_v(\eta, \varepsilon)}{d\eta} = F_2 \left( \varepsilon, L_v(\eta, \varepsilon), L_y(\varepsilon) \right),
\]
\[
\mathcal{H}_4(0)L_y(\varepsilon) = -F_3 \left( \varepsilon, L_v(\eta, \varepsilon), L_y(\varepsilon) \right) + \mathcal{H}_4(0)L_y(\varepsilon).
\]
where

\[
\mathcal{H}_i(\varepsilon) \triangleq A_i(\varepsilon) + \int_{-h}^{0} d\eta \left[ D_i(\eta, \varepsilon) \right] = \sum_{j=0}^{N} A_{ij}(\varepsilon) + \int_{-h}^{0} G_i(\eta, \varepsilon) d\eta,
\]

\[i = 1, \ldots, 4.\]

The system (4.1) is functional-differential-algebraic. In the next subsection, we show the existence of a solution to (4.1) by constructing and justifying its asymptotic solution with respect to \( \varepsilon \).

### 4.2. Asymptotic solution of system (4.1)

We look for the zero-order asymptotic solution \((L_0^v(\eta), L_0^y(\varepsilon))\) of (4.1). Equations for this asymptotic solution are obtained by formally setting \( \varepsilon = 0 \) in (4.1), and replacing \( L_v(\eta, \varepsilon) \) and \( L_y(\varepsilon) \) with \( L_0^v(\eta) \) and \( L_0^y(\varepsilon) \), respectively. Thus, by using (3.14)–(3.16), (3.18), and (4.2), the following system of equations with respect to \( L_0^v(\eta) \) and \( L_0^y(\eta) \) is obtained:

\[
\begin{align*}
\frac{dL_0^v(\eta)}{d\eta} &= 0, \quad \eta \in [-h, 0], \\
\mathcal{H}_4(0)L_0^y &= -A_{30}(0) - \int_{-h}^{0} [d_\eta D_3(\eta, 0)] L_0^v(\eta) \\
&\quad + \int_{-h}^{0} [d_\eta D_4(\eta, 0)] L_0^y(I_n - L_0^v(\eta)).
\end{align*}
\]

(4.3)

It is seen that any constant \( n \times n \) matrix is a solution of (4.3). In order to eliminate \( L_0^y \) from the right-hand side of (4.4), we choose

\[
L_0^v(\eta) \equiv L_0^v = I_n, \quad \eta \in [-h, 0].
\]

(4.5)

Substituting (4.5) into (4.4) yields \( \mathcal{H}_4(0)L_0^v = -\mathcal{H}_3(0) \). Using the following additional assumption,

(A3) \( \det \mathcal{H}_4(0) \neq 0 \),

we obtain the unique solution of this equation,

\[
L_0^y = -\mathcal{H}_4^{-1}(0)\mathcal{H}_3(0).
\]

(4.6)

Thus, the terms \( L_0^v(\eta) \) and \( L_0^y \) of the zero-order asymptotic solution to (4.1) have been derived. Based on this asymptotic solution, we obtain the following lemma.

**Lemma 4.1.** Let assumptions (A1)–(A3) be valid. Then there exists a positive number \( \varepsilon_1^* \) (\( \varepsilon_1^* \leq \varepsilon_0 \)) such that, for all \( \varepsilon \in (0, \varepsilon_1^*] \), system (4.1) has a solution \((L_v(\eta, \varepsilon), L_y(\varepsilon))\) satisfying the condition \( L_v(-h, \varepsilon) = I_n \) and the inequalities

\[
\|L_v(\eta, \varepsilon) - L_0^v(\eta)\| \leq a_1^* \varepsilon, \quad \forall \eta \in [-h, 0], \quad \|L_y(\varepsilon) - L_0^y(\varepsilon)\| \leq a_1^* \varepsilon,
\]

where \( a_1^* > 0 \) is some constant independent of \( \varepsilon \).

The lemma is proven in Appendix A.

### 4.3. Upper triangular system for \( t \geq \varepsilon h \)

Due to the existence of a solution to system (4.1), the fast mode equations (3.12) and (3.13) in the system (3.11)–(3.13)
become as follows for \((t, \eta) \in \Omega^+_\varepsilon\):

\[
\begin{align*}
\varepsilon \frac{\partial w_v(t, \eta)}{\partial t} - \frac{\partial w_v(t, \eta)}{\partial \eta} &= -\varepsilon L_v(\eta, \varepsilon) \bigg\{ \int_{-h}^{0} \left[ d_\eta \Gamma_{12}(\eta, \varepsilon, L_y(\varepsilon)) \right] w_v(t, \eta) \\
&+ A_{20}(\varepsilon) w_y(t) + \int_{-h}^{0} \left[ d_\eta D_2(\eta, \varepsilon) \right] w_y(t + \varepsilon \eta) \bigg\},
\end{align*}
\]

(4.8)

\[
\begin{align*}
\varepsilon \frac{dw_y(t)}{dt} &= \int_{-h}^{0} \left[ d_\eta \left( \Gamma_{34}(\eta, \varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon) \Gamma_{12}(\eta, \varepsilon, L_y(\varepsilon)) \right) \right] w_v(t, \eta) \\
&+ \left( A_{40}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{20}(\varepsilon) \right) w_y(t) \\
&+ \int_{-h}^{0} \left[ d_\eta \left( D_4(\eta, \varepsilon) - \varepsilon L_y(\varepsilon) D_2(\eta, \varepsilon) \right) \right] w_y(t + \varepsilon \eta).
\end{align*}
\]

(4.9)

Using (2.3), (3.4), and (3.7)–(3.8) yields the initial conditions for (4.8) and (4.9)

\[
\begin{align*}
w_v(t, \eta) &= \varphi_x(t + \varepsilon \eta) - L_v(\eta, \varepsilon) x(t), \quad (t, \eta) \in \Omega^-_\varepsilon, \\
w_v(t, \eta) &= x^0 - L_v(\eta, \varepsilon) x(t), \quad (t, \eta) \in \Omega^+_\varepsilon,
\end{align*}
\]

(4.10)

\[
w_y(\theta) = \varphi_y(\theta) - L_y(\varepsilon) \varphi_x(\theta), \quad \theta \in [-\varepsilon h, 0), \quad w_y(0) = y^0 - L_y(\varepsilon) x^0.
\]

(4.11)

It is seen that the initial conditions for \(w_y(\cdot)\) are independent of the slow state variable \(x(t)\), while the initial conditions for \(w_v(\cdot)\) and the boundary condition (3.18) depend on \(x(t)\). Thus, although the fast mode differential equations (4.8)–(4.9) do not contain the slow state variable \(x(t)\), a part of the initial conditions for these equations and the boundary condition (3.18) still contain this variable.

Remark 4.2. The presence of the slow state in the boundary condition (3.18) is unavoidable, because (3.18) is a direct consequence of the boundary condition (3.3). The latter is necessary and sufficient for the equivalence of the original differential system (2.7)–(2.8) and the transformed one (3.2), (3.5)–(3.6). Without (3.3), the differential systems (2.7)–(2.8) and (3.2), (3.5)–(3.6) are not equivalent to each other. However, as will be shown in sections 6 and 7, the connection (3.18) between the fast and slow states does not prevent the further complete exact separation of the slow mode from the fast one, as well as the exact slow-fast decomposition of the spectrum of the original system (2.7)–(2.8).

In order to resolve the problem of the presence of \(x(t)\) in the conditions (4.10), we introduce into consideration the domain \(\tilde{\Omega}_\varepsilon = \{(t, \eta) : t > \varepsilon h, \eta \in [-h, 0]\} \subset \Omega^+_\varepsilon\). In what follows, we consider the functional-differential set of equations (3.11), (4.8), (4.9), and the boundary condition (3.18) for \((t, \eta) \in \tilde{\Omega}_\varepsilon\). Also, we consider the original problem (2.7)–(2.8), (2.3) on the interval \(t \in [0, \varepsilon h]\) \((\varepsilon \in (0, \varepsilon_1^*)\), where this problem is not singularly perturbed any more, and it has the unique absolutely continuous solution \(x(t) = x_{in}(t, \varepsilon), y(t) = y_{in}(t, \varepsilon)\), bounded uniformly in \(\varepsilon \in (0, \varepsilon_1^*)\). Thus, the system (3.11), (4.8)–(4.9), (3.18), considered for \((t, \eta) \in \Omega^+_\varepsilon\), is subject to the following conditions for all \(\varepsilon \in (0, \varepsilon_1^*]:\) (3.11) is subject to the initial condition

\[
(4.12) \quad x(\varepsilon h) = x_{in}(\varepsilon h);
\]

(4.9) is subject to the initial condition

\[
(4.13) \quad w_y(t) = y_{in}(t, \varepsilon) - L_y(\varepsilon) x_{in}(t, \varepsilon), \quad t \in [0, \varepsilon h];
\]
and (3.18) is considered for \( t > \varepsilon h \). Moreover, the conditions (4.10), along with the transformation (3.7), determine the fast state variable \( w_v(t, \eta) \) in the rectangle \( \{(t, \eta) : t \in [0, \varepsilon h], \eta \in [-h, 0]\} \) as

\[
\begin{align*}
\forall_v(t, \eta) &= \varphi_v(t + \varepsilon \eta) - L_v(\eta, \varepsilon)x_{in}(t, \varepsilon), & (t, \eta) \in \Omega_0^-,
\forall_v(t, \eta) &= x^0_v - L_v(\eta, \varepsilon)x_{in}(t, \varepsilon), & (t, \eta) \in \Omega_1^v,
\forall_v(t, \eta) &= x_{in}(t + \varepsilon \eta, \varepsilon) - L_v(\eta, \varepsilon)x_{in}(t, \varepsilon), & (t, \eta) \in \{0 \leq t \leq \varepsilon h\} \cap \Omega_2^v.
\end{align*}
\]

The transformation (3.7)–(3.8) is invertible for all \((t, \eta) \in \Omega\). Using this observation, the above-mentioned equivalence of the systems (3.2)–(3.3), (3.5)–(3.6), and (2.7)–(2.8), as well as Remark 3.2 and Lemma 4.1, one directly obtains the theorem.

\[
\begin{align*}
\forall_v(t, \eta) &= \varphi_v(t + \varepsilon \eta) - L_v(\eta, \varepsilon)x_{in}(t, \varepsilon), & (t, \eta) \in \Omega_0^-,
\forall_v(t, \eta) &= x^0_v - L_v(\eta, \varepsilon)x_{in}(t, \varepsilon), & (t, \eta) \in \Omega_1^v,
\forall_v(t, \eta) &= x_{in}(t + \varepsilon \eta, \varepsilon) - L_v(\eta, \varepsilon)x_{in}(t, \varepsilon), & (t, \eta) \in \{0 \leq t \leq \varepsilon h\} \cap \Omega_2^v.
\end{align*}
\]

**Theorem 4.3.** Let assumptions (A1)–(A3) be valid. Let \((L_v(\eta, \varepsilon), L_y(\varepsilon))\) be the solution of system (4.1) mentioned in Lemma 4.1. Then, for all \( \varepsilon \in (0, \varepsilon^*_1) \), the system (3.11), (4.8)–(4.9), (3.18) for \((t, \eta) \in \Omega_\varepsilon \) with the initial conditions (4.12)–(4.13), and the system (2.7)–(2.8) for \( t \in (\varepsilon h, +\infty) \) with the initial conditions

\[
x(t) = x_{in}(t), \quad y(t) = y_{in}(t), \quad t \in [0, \varepsilon h],
\]

are equivalent to each other subject to the relations (3.7)–(3.8) and (3.1) on their state variables.

In what follows, the system (3.11), (4.8)–(4.9), (3.18) subject to the initial conditions (4.12)–(4.13) is called the upper triangular system (UTS) for \( t \geq \varepsilon h \). It is seen that the right-hand sides of the fast modes (4.8) and (4.9) in the UTS do not contain the slow state variable \( x(t) \), while the right-hand side of the slow mode (3.11) of this system does contain the fast state variables \( w_v(t, \eta) \) and \((w_y(t), w_y(t + \varepsilon \eta))\). To eliminate these state variables from (3.11), this equation needs a proper transformation. Such a transformation is undertaken in the next section.

5. **Transformation of the slow mode in the upper triangular system for \( t \geq \varepsilon h \).** In subsection 5.1, we introduce some auxiliary matrix-valued functions, used in the transformation of (3.11). The transformation itself is made in subsection 5.2. This transformation is a linear functional invertible transformation, and it allows us to eliminate the fast state variables from the resulting slow mode equation.

5.1. **Auxiliary matrix-valued functions.** Let us consider the following matrix-valued functions for any \( \varepsilon \in (0, \varepsilon^*_1) \):

\[
Q_v(\eta, \varepsilon) = \left\{
\begin{array}{ll}
0, & \eta \leq -h, \\
Q_{v,k}(\eta, \varepsilon), & -h_k < \eta \leq -h_{k-1}, \ k = 1, \ldots, N, \\
Q_{v,1}(0, \varepsilon), & \eta > 0,
\end{array}
\right.
\]

\[
DQ_v(\eta, \varepsilon) = -\left\{
\begin{array}{ll}
\int_0^\eta Q_v(s, \varepsilon) ds, & \eta \leq -h, \\
\int_\eta^0 Q_v(s, \varepsilon) ds, & -h < \eta < 0, \\
0, & \eta \geq 0.
\end{array}
\right.
\]

\[
Q_y(\eta, \varepsilon) = \left\{
\begin{array}{ll}
0, & \eta \leq -h, \\
Q_{y,k}(\eta, \varepsilon), & -h_k < \eta \leq -h_{k-1}, \ k = 1, \ldots, N, \\
Q_{y,1}(0, \varepsilon), & \eta > 0,
\end{array}
\right.
\]

\[
DQ_y(\eta, \varepsilon) = -\left\{
\begin{array}{ll}
\int_0^\eta Q_y(s, \varepsilon) ds, & \eta \leq -h, \\
\int_\eta^0 Q_y(s, \varepsilon) ds, & -h < \eta < 0, \\
0, & \eta \geq 0.
\end{array}
\right.
\]
In (5.1) and (5.3), for any \( j \in \{1, \ldots, N \} \), \( Q_{v,j}(\eta, \varepsilon) \) and \( Q_{y,j}(\eta, \varepsilon) \) are some \( n \times n \) and \( n \times m \), respectively, matrix-valued functions of \( (\eta, \varepsilon) \in [-h_j, -h_{j-1}] \times (0, \varepsilon_1^*] \), differentiable with respect to \( \eta \in [-h_j, -h_{j-1}] \) for each \( \varepsilon \in (0, \varepsilon_1^*] \).

### 5.2. Transformation of (3.11).

In order to eliminate the fast state variables \( w_{v}(t, \eta) \) and \( (w_{y}(t), y_{y}(t + \varepsilon \eta)) \) from (3.11), we make in this equation the following transformation of the slow state variable:

\[
\begin{align*}
    w_x(t) &= x(t) - \varepsilon \int_{-h}^{0} [d_{\eta}D_{Q,v}(\eta, \varepsilon)]w_{v}(t, \eta) - \varepsilon P_{y}(\varepsilon)w_{y}(t) \\
    & \quad - \varepsilon \int_{-h}^{0} [d_{\eta}D_{Q,y}(\eta, \varepsilon)]w_{y}(t + \varepsilon \eta), \quad t \geq \varepsilon h, \ \varepsilon \in (0, \varepsilon_1^*],
\end{align*}
\]

where \( w_x(t) \) is a new slow state variable and \( P_{y}(\varepsilon) \) is some \( n \times m \)-matrix.

Let us change the variable of integration \( \eta \) in both integrals of (5.5) as follows: \( \omega = t + \varepsilon \eta \). Then, let us differentiate both sides of the resulting equation with respect to \( t \). After this, let us return to the original variable of integration \( \eta \) in all integrals, obtained after the differentiation in \( t \). As a final result, we obtain

\[
\begin{align*}
    \frac{dw_{v}(t)}{dt} &= \frac{dx(t)}{dt} + \int_{-h}^{0} [d_{\eta}Q_{v}(\eta, \varepsilon)]w_{v}(\eta, \varepsilon) \\
    & \quad - \int_{-h}^{0} [d_{\eta}D_{Q,v}(\eta, \varepsilon)] \left( \varepsilon \frac{\partial w_{v}(t, \eta)}{\partial t} - \frac{\partial w_{v}(t, \eta)}{\partial \eta} \right) - Q_{v}(0, \varepsilon)w_{v}(t, 0) \\
    & \quad - \varepsilon P_{y}(\varepsilon) \left( \frac{dw_{y}(t)}{dt} \right) + \int_{-h}^{0} [d_{\eta}Q_{y}(\eta, \varepsilon)]w_{y}(t + \varepsilon \eta) - Q_{y}(0, \varepsilon)w_{y}(t), \quad t \geq \varepsilon h.
\end{align*}
\]

Now, we do the following. First, we substitute (3.11) and (4.9) into (5.6). Second, we replace the value \( w_{v}(t, 0) \) in the obtained equation with its expression (3.18). Third, we eliminate from the resulting equation the original slow state variable \( x(t) \) and the expression \( \varepsilon \partial w_{v}(t, \eta)/\partial t - \partial w_{v}(t, \eta)/\partial \eta \), using (5.5) and (4.8), respectively. Thus, we obtain the differential equation for \( w_{x}(t) \). In order to write down this equation, let us introduce into consideration the set of unknown matrices,

\[
\begin{align*}
    \mathcal{N}(\eta, \varepsilon) & \triangleq \{ Q_{v}(\eta, \varepsilon), P_{y}(\varepsilon), Q_{y}(\eta, \varepsilon) \},
\end{align*}
\]

and the following expressions:

\[
\begin{align*}
    \mathcal{F}_{1}(\varepsilon, \mathcal{N}(\eta, \varepsilon)) & \triangleq \mathcal{F}_{1}(\varepsilon, L_{v}(\eta, \varepsilon), L_{y}(\varepsilon)) - Q_{v}(0, \varepsilon) \left( I_{n} - L_{v}(0, \varepsilon) \right), \\
    \mathcal{F}_{2}(\varepsilon, \mathcal{N}(\eta, \varepsilon)) & \triangleq \varepsilon \mathcal{F}_{1}(\varepsilon, \mathcal{N}(\eta, \varepsilon)) P_{y}(\varepsilon) + A_{20}(\varepsilon) \\
    & \quad - P_{y}(\varepsilon) \left( A_{40}(\varepsilon) - \varepsilon L_{y}(\varepsilon) A_{20}(\varepsilon) \right) - Q_{y}(0, \varepsilon) \\
    & \quad + \varepsilon \int_{-h}^{0} [d_{\eta}D_{Q,v}(\eta, \varepsilon)] L_{v}(\eta, \varepsilon) A_{20}(\varepsilon),
\end{align*}
\]

\[
\begin{align*}
    \mathcal{F}_{3}(\eta, \varepsilon, \mathcal{N}(\eta, \varepsilon)) & \triangleq \varepsilon \mathcal{F}_{1}(\varepsilon, \mathcal{N}(\eta, \varepsilon)) D_{Q,v}(\eta, \varepsilon) + Q_{v}(\eta, \varepsilon) \\
    & \quad + \left\{ I_{n} + \varepsilon \int_{-h}^{0} [d_{\eta}D_{Q,v}(\eta, \varepsilon)] L_{v}(\eta, \varepsilon) \right\} \Gamma_{12}(\eta, \varepsilon, L_{y}(\varepsilon)) \\
    & \quad - P_{y}(\varepsilon) \left[ \Gamma_{34}(\eta, \varepsilon, L_{y}(\varepsilon)) - \varepsilon L_{y}(\varepsilon) \Gamma_{12}(\eta, \varepsilon, L_{y}(\varepsilon)) \right],
\end{align*}
\]
\[
F_4(\eta, \varepsilon, N(\eta, \varepsilon)) \triangleq \varepsilon F_1(\varepsilon, N(\eta, \varepsilon)) D_{Q,y}(\eta, \varepsilon) + Q_y(\eta, \varepsilon)
+ \left\{ I_n + \varepsilon \int_{-h}^{0} [d_n D_{Q,v}(\eta, \varepsilon)] L_v(\eta, \varepsilon) \right\} D_2(\eta, \varepsilon)
- P_y(\varepsilon) \left[ D_4(\eta, \varepsilon) - \varepsilon L_y(\varepsilon) D_2(\eta, \varepsilon) \right].
\]

(5.11)

Using (5.7)–(5.11), we represent the above-mentioned differential equation for \(w_x(t)\) in the form
\[
\frac{dw_x(t)}{dt} = F_1(\varepsilon, N(\eta, \varepsilon)) w_x(t) + F_2(\varepsilon, N(\eta, \varepsilon)) w_y(t)
+ \int_{-h}^{0} \left[ d_n F_3(\eta, \varepsilon, N(\eta, \varepsilon)) \right] w_v(t, \eta) + \int_{-h}^{0} \left[ d_n F_4(\eta, \varepsilon, N(\eta, \varepsilon)) \right] w_y(t + \varepsilon \eta).
\]

(5.12)

Due to the transformation (5.5), the boundary condition (3.18) becomes
\[
w_v(t, 0) = \left( I_n - L_v(0, \varepsilon) \right) w_x(t) + \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \int_{-h}^{0} \left[ d_n D_{Q,v}(\eta, \varepsilon) \right] w_v(t, \eta) d\eta
+ P_y(\varepsilon) w_y(t) + \int_{-h}^{0} \left[ d_n D_{Q,y}(\eta, \varepsilon) \right] w_y(t + \varepsilon \eta) d\eta,
\]

(5.13)

\[ t \geq \varepsilon h, \quad \varepsilon \in (0, \varepsilon_1^*]. \]

Thus, we have transformed the UTS to the equivalent new system, which is obtained from the UTS by replacing there the slow mode (3.11) with (5.12), and the boundary condition (3.18) with (5.13), while the other equations of the UTS remain the same. This new system has the same feature as the UTS. Namely, the fast modes (4.8) and (4.9) are separated from the slow one (the fast modes do not contain the slow state variable \(w_x(t)\)), while the slow mode (5.12) is not separated from the fast ones (the slow mode contains the fast state variables \(w_v(t, \eta)\) and \((w_y(t), w_y(t + \varepsilon \eta))\)). However, in contrast with the UTS, now it is possible to separate the slow mode from the fast modes, i.e., to eliminate \(w_v(t, \eta)\) and \((w_y(t), w_y(t + \varepsilon \eta))\) from (5.12) by a proper choice of \(N(\eta, \varepsilon)\). Such a separation is made in the next section.

6. Separation of the slow mode (5.12) from the fast modes (4.8)–(4.9).

In this section, first, we choose the set of unknown matrices \(N(\eta, \varepsilon)\) in such a way that the terms in the right-hand sides of (5.12), containing the fast states \(w_v(t, \eta)\) and \((w_y(t), w_y(t + \varepsilon \eta))\), vanish. Such a choice yields a system of three equations with respect to the matrices of the set \(N(\eta, \varepsilon)\) (subsection 6.1). In subsection 6.2, the existence of a solution to this system is established. Finally, based on the results of subsections 6.1 and 6.2, the singularly perturbed diagonal system, equivalent to the UTS, is derived. In this system, the fast modes do not contain the slow state variable, and the slow mode does not contain the fast state variables; i.e., the slow and fast differential equations are completely separated.

6.1. Elimination of the fast state variables from (5.12). In order to eliminate the fast state variables from (5.12), and thus to separate the slow state variable \(w_x(t)\) from the fast states \(w_v(t, \cdot)\) and \(w_y(\cdot)\), one has to choose the set \(N(\eta, \varepsilon)\) such that the matrix \(F_2(\varepsilon, N(\eta, \varepsilon))\) becomes zero, while the matrices \(F_3(\varepsilon, N(\eta, \varepsilon))\) and \(F_4(\varepsilon, N(\eta, \varepsilon))\) become constant with respect to \(\eta\). This observation, along with (5.9)–(5.11), leads to the following equations for obtaining the set \(N(\eta, \varepsilon)\):

\[
F_2(\varepsilon, N(\eta, \varepsilon)) = 0,
\]

(6.1)
where $C_3(\varepsilon)$ and $C_4(\varepsilon)$ are unknown matrices of the dimensions $n \times n$ and $n \times m$, respectively. These matrices should satisfy the equations

$$
C_3(\varepsilon) = F_3(\eta, \varepsilon, \mathcal{N}(\eta, \varepsilon) \bigg|_{\eta=-h}, \quad C_4(\varepsilon) = F_4(\eta, \varepsilon, \mathcal{N}(\eta, \varepsilon) \bigg|_{\eta=-h}.
$$

By substituting (6.3) into (6.2), we obtain

$$
F_l(\eta, \varepsilon, \mathcal{N}(\eta, \varepsilon) \bigg|_{\eta=-h}, \quad \eta \in [-h, 0], \quad l = 3, 4.
$$

Note that the system (6.1), (6.4) is functional-integral-algebraic. In the next section, we show the existence of a solution to this system by constructing and justifying its asymptotic solution with respect to $\varepsilon$.

6.2. Asymptotic solution of the system (6.1), (6.4). We look for the zero-order asymptotic solution $\mathcal{N}^0(\eta) \overset{\Delta}{=} (Q_v^0(\eta), P_y^0, Q_y^0(\eta))$ of (6.1), (6.4).

Due to (5.1) and (5.3), it is reasonable to set

$$
Q_v^0(-h) = 0, \quad Q_y^0(-h) = 0.
$$

Equations for the terms of the zero-order asymptotic solution to system (6.1), (6.4) are obtained by formally setting $\varepsilon = 0$ in this system and replacing $Q_v(\eta, \varepsilon)$, $P_y(\varepsilon)$, and $Q_y(\eta, \varepsilon)$ with $Q_v^0(\eta)$, $P_y^0$, and $Q_y^0(\eta)$, respectively. Thus, by using Lemma 4.1 and (6.5), we obtain the following system of equations with respect to the unknown matrices $Q_v^0(\eta)$, $P_y^0$, $Q_y^0(\eta)$:

$$
A_20(0) - P_y^0 A_40(0) - Q_y^0(0) = 0,
$$

$$
\Gamma_{12}(\eta, 0, L_y^0) - \Gamma_{12}(-h, 0, L_y^0) + Q_v^0(\eta) - P_y^0 \left( \Gamma_{34}(\eta, 0, L_y^0) - \Gamma_{34}(-h, 0, L_y^0) \right) = 0, \quad \eta \in [-h, 0],
$$

$$
Q_y^0(\eta) + D_2(\eta, 0) - D_2(-h, 0) - P_y^0 \left( D_4(\eta, 0) - D_4(-h, 0) \right) = 0, \quad \eta \in [-h, 0].
$$

Setting $\eta = 0$ in (6.8) and using (2.4)–(2.6) and (4.2) yields

$$
Q_y^0(0) = P_y^0 \left( \mathcal{H}_4(0) - A_40(0) \right) - (\mathcal{H}_2(0) - A_20(0)).
$$

Substituting (6.9) into (6.6) yields $\mathcal{H}_2(0) - P_y^0 \mathcal{H}_4(0) = 0$, leading to

$$
P_y^0 = \mathcal{H}_2(0) \mathcal{H}_4^{-1}(0).
$$

Now, (6.7) and (6.8) yield immediately for $\eta \in [-h, 0]$

$$
Q_v^0(\eta) = \Gamma_{12}(-h, 0, L_y^0) - \Gamma_{12}(\eta, 0, L_y^0) + P_y^0 \left( \Gamma_{34}(\eta, 0, L_y^0) - \Gamma_{34}(-h, 0, L_y^0) \right),
$$

$$
Q_y^0(\eta) = D_2(-h, 0) - D_2(\eta, 0) + P_y^0 \left( D_4(\eta, 0) - D_4(-h, 0) \right),
$$

which completes the solution of (6.6)–(6.8). This solution is unique.
Remark 6.1. Due to (6.11), $Q_v^0(-h) = 0_{n \times n}$ and $Q_y^0(-h) = 0_{n \times m}$, where $0_{n \times n}$ and $0_{n \times m}$ are zero-matrices of dimensions $n \times n$ and $n \times m$, respectively. Due to Remark 2.1, the functions $Q^0_v(\eta)$ and $Q^0_y(\eta)$ are piecewise continuous in $\eta \in [-h, 0]$ with the break points $\eta = -h_j$ ($j = 1, \ldots, N$), where these functions have finite limits from the right $Q^0_v(-h_j + 0) = \lim_{\eta \to -h_j + 0} Q^0_v(\eta)$ and $Q^0_y(-h_j + 0) = \lim_{\eta \to -h_j + 0} Q^0_y(\eta)$, respectively. Also, these functions are continuous from the left at the break points $\eta = -h_j$ ($j = 1, \ldots, N - 1$). Moreover, the matrix-valued functions

$$Q^0_{v,j}(\eta) = \begin{cases} \lim_{\eta \to -h_j + 0} Q^0_v(\eta), & \eta = -h_j, \\ Q^0_v(\eta), & \eta \in (-h_j, -h_{j-1}], \end{cases}$$

and

$$Q^0_{y,j}(\eta) = \begin{cases} \lim_{\eta \to -h_j + 0} Q^0_y(\eta), & \eta = -h_j, \\ Q^0_y(\eta), & \eta \in (-h_j, -h_{j-1}], \end{cases}$$

are differentiable on the interval $[-h_j, -h_{j-1}]$ for all $j = 1, \ldots, N$.

Thus, we have completed the formal construction of the zero-order asymptotic solution to system (6.1), (6.4). Based on this asymptotic solution, we obtain the following lemma.

**Lemma 6.2.** Let assumptions (A1)–(A3) be valid. Then there exists a positive number $\varepsilon^*_2$ ($\varepsilon^*_2 \leq \varepsilon^*_1$) such that, for all $\varepsilon \in (0, \varepsilon^*_2]$, system (6.1), (6.4) has a solution $(Q_v(\varepsilon, \eta), P_y(\varepsilon), Q_y(\varepsilon, \eta), \eta \in [-h, 0]$, satisfying the inequalities

$$(6.12) \quad \|Q_v(\varepsilon, \eta) - Q^0_v(\eta)\| \leq a_2^* \varepsilon, \quad \|Q_y(\varepsilon, \eta) - Q^0_y(\eta)\| \leq a_2^* \varepsilon \quad \forall \eta \in [-h, 0],$$

$$(6.13) \quad \|P_y(\varepsilon) - P^0_y\| \leq a_2^* \varepsilon,$$

where $a_2^* > 0$ is some constant independent of $\varepsilon$.

Such a solution is unique. Moreover, the matrix-valued functions

$$Q_{v,j}(\eta, \varepsilon) = \begin{cases} \lim_{\eta \to -h_j + 0} Q_v(\eta, \varepsilon), & \eta = -h_j, \\ Q_v(\eta, \varepsilon), & \eta \in (-h_j, -h_{j-1}], \end{cases}$$

and

$$Q_{y,j}(\eta, \varepsilon) = \begin{cases} \lim_{\eta \to -h_j + 0} Q_y(\eta, \varepsilon), & \eta = -h_j, \\ Q_y(\eta, \varepsilon), & \eta \in (-h_j, -h_{j-1}], \end{cases}$$

are differentiable with respect to $\eta$ on the interval $[-h_j, -h_{j-1}]$ for all $j = 1, \ldots, N$ and any $\varepsilon \in (0, \varepsilon^*_2]$.

The lemma is proven in Appendix B.

**6.3. Diagonal system for $t \geq \varepsilon h$.** Due to the existence of solution to the system (6.1), (6.4), the slow mode equation (5.12) in the system (5.12), (4.8)–(4.9) becomes as follows for $t > \varepsilon h$:

$$(6.14) \quad dw_x(t)/dt = F_1(\varepsilon, N(\eta, \varepsilon)) w_x(t),$$

where $F_1(\varepsilon, N(\eta, \varepsilon))$ is given by (5.8).

Using (5.1)–(5.5) and (4.13)–(4.14), one obtains the initial condition for (6.14),

$$w_x(\varepsilon h) = x_{in}(\varepsilon h, \varepsilon) - \varepsilon \int_{-h}^{0} Q_v(\eta, \varepsilon)[x_{in}(\varepsilon h + \varepsilon \eta, \varepsilon) - L_v(\eta, \varepsilon)x_{in}(\varepsilon h, \varepsilon)] d\eta$$

$$- \varepsilon P_y(\varepsilon)[y_{in}(\varepsilon h, \varepsilon) - L_y(\varepsilon)x_{in}(\varepsilon h, \varepsilon)]$$

$$(6.15) \quad - \varepsilon \int_{-h}^{0} Q_y(\eta, \varepsilon)[y_{in}(\varepsilon h + \varepsilon \eta, \varepsilon) - L_y(\varepsilon)x_{in}(\varepsilon h + \varepsilon \eta, \varepsilon)] d\eta, \quad 0 < \varepsilon \leq \varepsilon^*_2.$$
Also, using (4.14), (5.1)–(5.4) and Lemma 6.2, the boundary condition (5.13) becomes

\[
\begin{aligned}
w_v(t, 0) &= \left( I_n - L_v(0, \varepsilon) \right) w_x(t) + \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \left\{ \int_{-h}^{0} Q_v(\eta, \varepsilon) w_v(t, \eta)d\eta \\
&\quad + P_y(\varepsilon)w_y(t) + \int_{-h}^{0} Q_y(\eta, \varepsilon)w_y(t + \varepsilon \eta)d\eta \right\}, \quad t \geq \varepsilon h, \ \varepsilon \in (0, \varepsilon_2^*].
\end{aligned}
\]  

(6.16)

The transformation (5.5) is invertible for all \( t \geq \varepsilon h \). This observation, as well as Theorem 4.3 and Lemma 6.2, yields immediately the following theorem.

**Theorem 6.3.** Let assumptions (A1)–(A3) be valid. Let \( (L_v(\eta, \varepsilon), L_y(\varepsilon)) \) be the solution of system (4.1) mentioned in Lemma 4.1. Let \( (Q_v(\eta, \varepsilon), P_y(\varepsilon), Q_y(\eta, \varepsilon)) \) be the solution of system (6.1), (6.4) mentioned in Lemma 6.2. Then, for all \( \varepsilon \in (0, \varepsilon_2^*], \) the system (6.14) and (4.8)–(4.9), considered in the domain \( \Omega_\varepsilon \), with the initial conditions (6.15), (4.13) and the boundary condition (6.16), and the system (2.7)–(2.8), considered in the interval \( (\varepsilon h, +\infty) \), with the initial conditions (4.15), are equivalent to each other subject to the relations (5.5), (3.7)–(3.8), and (3.1) on their state variables.

In what follows, the system of equations (6.14) and (4.8)–(4.9), subject to the initial conditions (6.15), (4.13) and the boundary condition (6.16), is called the **diagonal system** (DS) for \( t \geq \varepsilon h \). Note that, in the DS, the slow and fast state variables are connected only by the boundary condition (6.16), which is **not a differential** equation. Moreover, this connection is weak, because it is neglected for \( \varepsilon \to +0 \). The differential equations (6.14) and (4.8)–(4.9) for the slow \( w_x(t) \) and fast \( w_v(t, \eta), (w_y(t), w_y(t + \varepsilon \eta)) \) state variables are completely disconnected from each other.

**7. Important particular case: Single pointwise delay.** In this section, the particular case of system (2.1)–(2.2) with a single pointwise delay and without a distributed delay is treated. In subsection 7.1, we briefly describe the exact slow-fast decomposition of such a system. Then, we derive a set of equations for the spectrum of the decomposed system (subsection 7.2). It is shown that this set consists of two unconnected equations. One of these equations determines the slow part of the spectrum, while the other determines its fast part. Since the decomposed system and the original one are equivalent, they have the same spectrum. Therefore, the derivation of the above-mentioned set of equations for the spectrum of the decomposed system means the exact slow-fast decomposition of the characteristic equation (spectrum equation) for the original singularly perturbed system.

We consider the case of system (2.1)–(2.2), frequently arising in applications, where

\[
N = 1, \quad h_1 = h, \quad G_i(\eta, \varepsilon) \equiv 0, \quad i = 1, \ldots, 4.
\]  

(7.1)

**7.1. Exact slow-fast decomposition.** In the case (7.1), we deal directly with the original system (2.1)–(2.2), not converting it to the equivalent form (2.7)–(2.8). Namely, the system (4.1) becomes

\[
\begin{aligned}
dL_v(\eta, \varepsilon)/d\eta &= \varepsilon L_v(\eta, \varepsilon) \left[ \Psi_{12,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12,1}(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon) \right], \\
\mathcal{H}_4(0)L_y(\varepsilon) &= \varepsilon L_y(\varepsilon) \left[ \Psi_{12,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12,1}(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon) \right] \\
&\quad - \left[ \Psi_{34,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{34,1}(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon) \right] + \mathcal{H}_4(0)L_y(\varepsilon),
\end{aligned}
\]  

(7.2)
where $H_i(\varepsilon)$ $(i = 1, \ldots, 4)$ are given by (4.2) subject to (7.1),

\begin{equation}
(7.3) \quad \Psi_k \left( k+1, j \right) \triangleq A_{k+1, j} + A_{k+1, j} L_y(\varepsilon), \quad k = 1, 3, \ j = 0, 1.
\end{equation}

The terms of the zero-order asymptotic solution to system (7.2) have the form (4.5), (4.6). The upper triangular system (3.11), (4.8)–(4.9) becomes

\begin{equation}
\frac{dx(t)}{dt} = \left[ \Psi_{12, 0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) L_\nu(-h, \varepsilon) \right] x(t)
\end{equation}

\begin{equation}
+ \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) w_\nu(t, -h) + A_{20}(\varepsilon) w_y(t) + A_{21}(\varepsilon) w_y(t - \varepsilon h), \quad t > \varepsilon h,
\end{equation}

\begin{equation}
(7.5) \quad \varepsilon \frac{\partial w_\nu(t, \eta)}{\partial t} - \frac{\partial w_\nu(t, \eta)}{\partial \eta} = -\varepsilon L_\nu(\eta, \varepsilon) \left[ \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) w_\nu(t, -h) \right]
\end{equation}

\begin{equation}
+ A_{20}(\varepsilon) w_y(t) + A_{21}(\varepsilon) w_y(t - \varepsilon h) \right], \quad (t, \eta) \in \bar{\Omega}_\varepsilon,
\end{equation}

\begin{equation}
(7.6) \quad \varepsilon \frac{dw_y(t)}{dt} = \left[ \Psi_{34, 1}(\varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon) \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) \right] w_\nu(t, -h)
\end{equation}

\begin{equation}
+ (A_{40}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{20}(\varepsilon)) w_y(t) + (A_{41}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{21}(\varepsilon)) w_y(t - \varepsilon h), \quad t > \varepsilon h.
\end{equation}

For system (7.4)–(7.6), the transformation of variables (5.5) becomes $w_x(t) = x(t) - \varepsilon \int_{-h}^{0} Q_w(\eta, \varepsilon) w_\nu(t, \eta) d\eta - \varepsilon P_y(\varepsilon) w_y(t) - \varepsilon \int_{-h}^{0} Q_y(\eta, \varepsilon) w_y(t + \varepsilon \eta) d\eta$, where $t \geq \varepsilon h$; $P_y(\varepsilon)$, as in (5.5), is some $n \times m$-matrix-valued function of $\varepsilon \in (0, \varepsilon_0]$; $Q_w(\eta, \varepsilon)$ and $Q_y(\eta, \varepsilon)$ are some $n \times n$- and $n \times m$-matrix-valued functions of $(\eta, \varepsilon) \in [-h, 0] \times (0, \varepsilon_0]$; however, these functions, in contrast with (5.5), are differentiable with respect to $\eta \in [-h, 0]$ for each $\varepsilon \in (0, \varepsilon_0]$.

The matrices $Q_w(\eta, \varepsilon)$, $P(\varepsilon)$, $Q_y(\eta, \varepsilon)$, allowing us to eliminate the fast state variables $w_\nu(t, \eta)$ and $(w_y(t), w_y(t + \varepsilon \eta))$ from the slow mode equation for the new slow state $w_x(t)$, satisfy the following set of equations:

\[ dQ_w(\eta, \varepsilon)/d\eta = -\varepsilon \left[ \Psi_{12, 0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) L_\nu(-h, \varepsilon) \right] Q_w(\eta, \varepsilon), \quad \eta \in [-h, 0], \]

\[ dQ_y(\eta, \varepsilon)/d\eta = -\varepsilon \left[ \Psi_{12, 0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) L_\nu(-h, \varepsilon) \right] Q_y(\eta, \varepsilon), \quad \eta \in [-h, 0], \]

\[ Q_w(-h, \varepsilon) = -\left( I_n + \varepsilon \int_{-h}^{0} Q_w(\eta, \varepsilon) L_\nu(\eta, \varepsilon) d\eta \right) \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) \]

\[ + P_y(\varepsilon) \left[ \Psi_{34, 1}(\varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon) \Psi_{12, 1}(\varepsilon, L_y(\varepsilon)) \right], \]

\[ Q_y(-h, \varepsilon) = -\left( I_n + \varepsilon \int_{-h}^{0} Q_y(\eta, \varepsilon) L_\nu(\eta, \varepsilon) d\eta \right) A_{21}(\varepsilon) \]

\[ + P_y(\varepsilon) A_{41}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{21}(\varepsilon), \]
Let us introduce into consideration the following matrix-valued functions of the small parameter \(\varepsilon\)

\[
Q_y(0, \varepsilon) = \left( I_n + \varepsilon \int_{-h}^{0} Q_v(\eta, \varepsilon)L_v(\eta, \varepsilon)d\eta \right) A_{20}(\varepsilon)
\]

\[
+ \varepsilon \left[ \Psi_{12,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12,1}(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon) \right]
\]

\[
(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon)
\]

\[
(\varepsilon, L_y(\varepsilon), \varepsilon L_y(\varepsilon)A_{20}(\varepsilon)).
\]

The terms of the zero-order asymptotic solution to the set (7.7) have the form (6.10) and \(Q^0_y(\eta) \equiv Q^0_y = P_y^0 \Psi_{34,1}(0, L_y^0) - \Psi_{12,1}(0, L_y^0), \ Q^0_y(\eta) \equiv Q^0_y = P_y^0 A_{41}(0) - A_{21}(0), \ \eta \in [-h, 0]\).

Finally, the slow mode equation (6.14) in the DS becomes

\[
dw_2(t)/dt = \left[ \Psi_{12,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12,1}(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon) \right]
\]

\[
- Q_v(0, \varepsilon) \left( I_n - L_v(0, \varepsilon) \right)
\]

\[
(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon)
\]

\[
(\varepsilon, L_y(\varepsilon), \varepsilon L_y(\varepsilon)A_{20}(\varepsilon)).
\]

while the fast mode equations in the DS are (7.5)–(7.6). Moreover, this system is subject to the boundary condition (6.16).

### 7.2. Equations for the spectrum of the diagonal and original systems.

Let us introduce into consideration the following matrix-valued functions of the small parameter \(\varepsilon\) and a complex variable \(\lambda\):

\[
\Lambda_{11}(\varepsilon, \lambda) \triangleq \Psi_{12,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12,1}(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon)
\]

\[
(\varepsilon, L_y(\varepsilon))L_v(-h, \varepsilon)
\]

\[
(\varepsilon, L_y(\varepsilon), \varepsilon L_y(\varepsilon)A_{20}(\varepsilon)).
\]

\[
\Lambda_{22}(\varepsilon, \lambda) \triangleq A_{40}(\varepsilon) - \varepsilon L_y(\varepsilon)A_{20}(\varepsilon)
\]

\[
A_{41}(\varepsilon)\exp(-\varepsilon \lambda h) - \varepsilon \lambda I_n,
\]

\[
A_{23}(\varepsilon) \triangleq \Psi_{34,1}(\varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon)\Psi_{12,1}(\varepsilon, L_y(\varepsilon)),
\]

\[
\Lambda_{32}(\varepsilon, \lambda) \triangleq M_v(-h, \varepsilon, \lambda) \left[ A_{20}(\varepsilon) + A_{21}(\varepsilon) \exp(-\varepsilon \lambda h) \right],
\]

\[
\Lambda_{33}(\varepsilon, \lambda) \triangleq \left[ M_v(-h, \varepsilon, \lambda)\Psi_{12,1}(\varepsilon, L_y(\varepsilon)) - I_n \right],
\]

\[
\Lambda_{34}(\varepsilon, \lambda) \triangleq \exp(-\varepsilon \lambda h)I_n,
\]

\[
\Lambda_{41}(\varepsilon) \triangleq \left( I_n - L_v(0, \varepsilon) \right),
\]

\[
\Lambda_{42}(\varepsilon, \lambda) \triangleq \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \left\{ \int_{-h}^{0} Q_v(\eta, \varepsilon)M_v(\eta, \varepsilon, \lambda)d\eta \right\} A_{20}(\varepsilon)
\]

\[
+ A_{21}(\varepsilon)\exp(-\varepsilon \lambda h) + P_y(\varepsilon) + \int_{-h}^{0} Q_y(\eta, \varepsilon)\exp(\varepsilon \lambda \eta)d\eta \right\},
\]

\[
\Lambda_{43}(\varepsilon, \lambda) \triangleq \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \int_{-h}^{0} Q_v(\eta, \varepsilon)M_v(\eta, \varepsilon, \lambda)d\eta\Psi_{12,1}(\varepsilon, L_y(\varepsilon)),
\]

\[
\Lambda_{44}(\varepsilon, \lambda) \triangleq \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \int_{-h}^{0} Q_v(\eta, \varepsilon)\exp(\varepsilon \lambda \eta)d\eta - I_n.
\]
where \( M_v(\eta, \varepsilon, \lambda) \) has the form

\[
M_v(\eta, \varepsilon, \lambda) = \varepsilon \int_0^\eta \exp(\varepsilon \lambda (\eta - \zeta)) L_v(\zeta, \varepsilon) d\zeta.
\]

Based on (7.9)–(7.12), let us consider the set of two equations

\[
\Delta_s(\varepsilon, \lambda) = 0, \quad \Delta_s(\varepsilon, \lambda) \triangleq \det \Lambda_{11}(\varepsilon, \lambda),
\]

where \( \Delta_s(\varepsilon, \lambda) \) is defined in Lemma 6.2.

**Lemma 7.1.** Let assumptions (A1), (A3) be valid. Then, for each \( \varepsilon \in (0, \varepsilon_2^\ast) \), the spectrum of the DS (7.8), (7.5)–(7.6), (6.16) coincides with the set of all roots \( \lambda = \lambda(\varepsilon) \) of the system (7.14)–(7.15), where \( \varepsilon_2^\ast > 0 \) is defined in Lemma 6.2.

The lemma is proven in Appendix C.

**Remark 7.2.** The first equation of system (7.14)–(7.15) is a polynomial equation of degree \( n \) (the dimension of the Euclidean slow state variables \( x(t) \) and \( w_r(t) \) in the original and the diagonal systems), while the second equation is a quasipolynomial equation of degree \( m \) (the dimension of the Euclidean fast state variables \( y(t) \) and \( w_y(t) \) in the original and the diagonal systems).

Let us analyze (7.14) and (7.15) separately.

Due to (7.9), the coefficient for \( \lambda^n \) (the highest degree of \( \lambda \) in the polynomial equation (7.14)) is \((-1)^n\), while the other coefficients are bounded with respect to \( \varepsilon \in (0, \varepsilon_2^\ast) \). This observation directly yields the following lemma.

**Lemma 7.3.** Let assumptions (A1), (A3) be valid. Then there exists a positive number \( \gamma_s \), independent of \( \varepsilon \), such that any root \( \lambda(\varepsilon) \) of (7.14) satisfies the inequality \( |\lambda(\varepsilon)| \leq \gamma_s \) for all \( \varepsilon \in (0, \varepsilon_2^\ast) \).

We proceed to (7.15).

**Lemma 7.4.** Let assumptions (A1), (A3) be valid. Then there exist a positive number \( \varepsilon_3 \leq \varepsilon_2^\ast \) and a positive number \( \gamma_f \), independent of \( \varepsilon \), such that any root \( \lambda(\varepsilon) \) of the quasipolynomial equation (7.15) satisfies the inequality \( |\lambda(\varepsilon)| \geq \gamma_f/\varepsilon \) for all \( \varepsilon \in (0, \varepsilon_3] \).

**Proof.** We prove the lemma by contradiction. Namely, let us assume that the statement of the lemma is wrong. This means the existence of three sequences \{\( \varepsilon_k \)\}, \{\( \gamma_{f,k} \)\}, \{\( \lambda_k \)\} satisfying the following properties: (i) \( \varepsilon_k > 0 \) (\( k = 1, 2, \ldots \)); (ii) \( \varepsilon_k \to +0 \) for \( k \to +\infty \); (iii) \( \gamma_{f,k} > 0 \) (\( k = 1, 2, \ldots \)); (iv) \( \gamma_{f,k} \to +0 \) for \( k \to +\infty \); (v) \( \Delta_f(\varepsilon, \lambda_k) = 0 \) (\( k = 1, 2, \ldots \)); and (vi) \( |\lambda_k| < \gamma_{f,k}/\varepsilon_k \) (\( k = 1, 2, \ldots \)).

Due to the properties (i), (ii), (v), and (vi), \( \varepsilon_k \lambda_k \to 0 \) for \( k \to +\infty \). Using the latter, as well as (7.10)–(7.12), (7.15), and Lemmas 4.1 and 6.2, we obtain

\[
\lim_{k \to +\infty} \Delta_f(\varepsilon_k, \lambda_k) = \det \begin{bmatrix}
\mathcal{H}_4(0) & \Psi_{34,1}(0, L_y^0) & 0_{m \times n} \\
0_{n \times m} - I_n & I_n \\
0_{n \times m} - I_n & -I_n
\end{bmatrix} = \det \mathcal{H}_4(0).
\]
Remember that $\mathcal{H}_4(0)$ is given by (4.2) subject to (7.1).

Equation (7.16), along with the property (v), yields $\det \mathcal{H}_4(0) = 0$, which contradicts assumption (A3). This contradiction proves the lemma.

Let $\mathcal{R}_s(\varepsilon), \varepsilon \in (0, \varepsilon_0^2]$, be the set of all roots of (7.14). Let $\mathcal{R}_f(\varepsilon), \varepsilon \in (0, \varepsilon_0^2]$, be the set of all roots of (7.15). Finally, for a given $\varepsilon > 0$ let $\mathcal{R}(\varepsilon)$ be the spectrum of the original singularly perturbed system (2.1)–(2.2), (7.1), i.e., the set of all roots of the following quasipolynomial equation of degree $(n + m)$ with respect to $\lambda$ (the characteristic equation):

$$
\det \begin{bmatrix}
A_{10}(\varepsilon) + A_{11}(\varepsilon) \exp(-\varepsilon \lambda h) - \lambda I_n & A_{20}(\varepsilon) + A_{21}(\varepsilon) \exp(-\varepsilon \lambda h) \\
\frac{A_{40}(\varepsilon) + A_{41}(\varepsilon) \exp(-\varepsilon \lambda h)}{\varepsilon} & A_{40}(\varepsilon) + A_{41}(\varepsilon) \exp(-\varepsilon \lambda h) - \lambda I_m
\end{bmatrix} = 0.
$$

Now, Lemmas 7.1, 7.3, and 7.4 and the above-mentioned fact, that the original system (2.1)–(2.2), (7.1) and the corresponding DS (7.8), (7.5)–(7.6), (6.16) have the same spectrum, directly yield the following theorem.

**Theorem 7.5.** Let assumptions (A1), (A3) be valid. Then there exists a positive number $\varepsilon^*_0 \leq \varepsilon_0^2$ such that, for all $\varepsilon \in (0, \varepsilon_0^2]$, the following relations hold: $\mathcal{R}(\varepsilon) = \mathcal{R}_s(\varepsilon) \cup \mathcal{R}_f(\varepsilon), \mathcal{R}_s(\varepsilon) \cap \mathcal{R}_f(\varepsilon) = \emptyset$.

**Remark 7.6.** Concluding this section, we would like to note the following. Theorem 7.5 states the exact slow-fast decomposition of (7.17) for the spectrum $\mathcal{R}(\varepsilon)$ of the original system (2.1)–(2.2), (7.1) into two unconnected equations, (7.14) and (7.15). The set $\mathcal{R}_s(\varepsilon)$ of roots of (7.14) is the slow part of the spectrum $\mathcal{R}(\varepsilon)$, while the set $\mathcal{R}_f(\varepsilon)$ of roots of (7.15) is the fast part of this spectrum. Note that $\mathcal{R}_s(\varepsilon)$ coincides with the spectrum of the slow homogeneous subsystem (7.8) of the DS (7.8), (7.5)–(7.6), (6.16), while $\mathcal{R}_f(\varepsilon)$ coincides with the spectrum of the homogeneous system corresponding to the fast nonhomogeneous subsystem (7.5)–(7.6), (6.16), where $w_\varepsilon(t)$ is considered as a known nonhomogeneous term. Note also that in the works [19, 40] a qualitative slow-fast decomposition of the spectrum of a singularly perturbed system with small delays was studied. In the present paper, in contrast with [19, 40], the quantitative exact slow-fast decomposition of the spectrum of a singularly perturbed system with a small pointwise delay was carried out.

8. Example: Stability analysis of a multilink single-sink optical network. In this section, we consider a real-world example, to which the results of the previous sections are applied. This example is devoted to stability analysis of the singularly perturbed system of nonlinear differential equations with a small pointwise delay, modeling a multilink single-sink optical network. In subsection 8.1, an analytical study is carried out. In subsection 8.2, a numerical illustration is presented.

8.1. Analytical study. The mathematical model of the multilink single-sink optical network is a nonlinear singularly perturbed time-invariant system with a small pointwise delay (see equations (23)–(24) of [15]). This system consists of scalar slow mode and vector fast mode equations. The delay is on the order of a small parameter $\varepsilon > 0$ multiplying the part of state derivatives in the system. In [15], the asymptotic stability of the trivial solution to this system was studied, using the linear matrix inequality (LMI) approach. A sufficient stability condition in the form of feasibility of some rather complicated and high-dimensional LMI was obtained in this work.

In the present section, sufficient conditions for the asymptotic stability, as well as the instability, of the trivial solution to the system modeling the multilink single-sink
optical network are derived based on its exact slow-fast decomposition and on the exact slow-fast decomposition of its spectrum.

In the case of perfectly known coefficients, this system can be represented as

\begin{equation}
\begin{aligned}
dx(t)/dt &= bx(t)/(x(t) + c) + \alpha^Ty(t), \\
\varepsilon dy(t)/dt &= \varepsilon \gamma x(t)/(x(t) + c)^3 + \varepsilon By(t)/(x(t) + c)^2 + Cy(t - \varepsilon h),
\end{aligned}
\end{equation}

where \( t \geq 0; x(t) \in E^1, y(t) \in E^m \); \( b \) and \( c \neq 0 \) are given numbers; \( \alpha \) and \( \gamma \) are given \( m \)-dimensional column-vectors; \( B \) and \( C \) are given \( m \times m \)-matrices; and \( \varepsilon \) and \( h \) have the same sense as in (2.1)–(2.2).

In system (8.1), \( x(t) \) is a shifted dynamic pricing term, while each coordinate of \( y(t) \) is a shifted optical input power at the transmitter in the respective link from the transmitter to the receiver in the optical path of channels. The small positive parameter \( \varepsilon \) represents a fast dynamics of \( y(t) \) and a smallness of the delay. More details on the physical and engineering sense of (8.1) can be found in [15].

We analyze the asymptotic stability of the trivial solution of system (8.1) based on its exact slow-fast decomposition and on the exact slow-fast decomposition of its spectrum.

The linearization of (8.1) in a neighborhood of the trivial solution \( \{x(t) \equiv 0, y(t) \equiv 0\}, t \geq -\varepsilon h \), yields the system

\begin{equation}
\begin{aligned}
dx(t)/dt &= b_1x(t) + \alpha^Ty(t), \\
\varepsilon dy(t)/dt &= \varepsilon \gamma_1 x(t) + \varepsilon B_1y(t) + Cy(t - \varepsilon h),
\end{aligned}
\end{equation}

where \( b_1 = b/c, \gamma_1 = \gamma/c^3, B_1 = B/c^2 \).

Using the transformations (3.1), (3.7)–(3.8), (5.5), system (8.2) is converted equivalently for all sufficiently small \( \varepsilon > 0 \) to the following diagonal system in the domain \( \tilde{\Omega}_\varepsilon \):

\begin{equation}
\begin{aligned}
dw_x(t)/dt &= \left[b_1 + \alpha^T L_y(\varepsilon) - Q_v(0, \varepsilon)(1 - L_v(0, \varepsilon))\right]w_x(t), \\
\varepsilon \partial w_x(t, \tau)/\partial t - \partial w_x(t, \tau)/\partial \tau &= -\varepsilon L_v(\tau, \varepsilon)\alpha^T w_y(t), \\
\varepsilon dw_y(t)/dt &= CL_y(\varepsilon)w_y(t, -h) + \varepsilon [B_1 - L_y(\varepsilon)\alpha^T]w_y(t) + Cw_y(t - \varepsilon h),
\end{aligned}
\end{equation}

and the boundary condition (6.16).

The scalar \( L_v(\tau, \varepsilon) \) and the column \( m \)-vector \( L_y(\varepsilon) \), appearing in (3.7)–(3.8) and in (8.3), (6.16), satisfy the condition \( L_v(-h, \varepsilon) = 1 \) and the system

\begin{equation}
\begin{aligned}
dL_v(\eta, \varepsilon)/d\eta &= \varepsilon L_v(\eta, \varepsilon)(b_1 + \alpha^T L_y(\varepsilon)), \\
CL_y(\varepsilon) &= -\varepsilon [\gamma_1 + B_1L_y(\varepsilon) - L_y(\varepsilon)(b_1 + \alpha^T L_y(\varepsilon))].
\end{aligned}
\end{equation}

For this system, assumption (A3) becomes \( \det(C) \neq 0 \). Subject to this assumption, the zero-order asymptotic solution of this system is \( L_v^0 = 1, L_y^0 = 0 \), and Lemma 4.1 is valid; i.e., (8.4) has a solution for all sufficiently small \( \varepsilon > 0 \).

The scalar \( Q_v(\tau, \varepsilon) \) and the row \( m \)-vectors \( P_y(\varepsilon) \) and \( Q_y(\tau, \varepsilon) \), appearing in (5.5)
and in (8.3), (6.16), satisfy the following system:

\begin{equation}
\begin{aligned}
d Q_v(\eta, \varepsilon)/d\eta &= - \varepsilon [b_1 + \alpha^T L_y(\varepsilon) - Q_v(0, \varepsilon)(1 - L_v(0, \varepsilon))] Q_v(\eta, \varepsilon), \\
d Q_y(\eta, \varepsilon)/d\eta &= - \varepsilon [b_1 + \alpha^T L_y(\varepsilon) - Q_v(0, \varepsilon)(1 - L_v(0, \varepsilon))] Q_y(\eta, \varepsilon), \\
Q_v(-h, \varepsilon) &= P_y(\varepsilon) C \Lambda, \\
Q_y(-h, \varepsilon) &= P_y(\varepsilon) C, \\
Q_y(0, \varepsilon) &= \left(1 + \varepsilon \int_{-h}^{0} Q_v(\eta, \varepsilon) L_v(\eta, \varepsilon) d\eta\right) \alpha^T \\
&\quad + \varepsilon [b_1 + \alpha^T L_y(\varepsilon) - Q_v(0, \varepsilon)(1 - L_v(0, \varepsilon))] P_y(\varepsilon) - \varepsilon P_y(\varepsilon) [B_1 - L_y(\varepsilon) \alpha^T].
\end{aligned}
\end{equation}

The zero-order asymptotic solution of this system is $P_y^0 = \alpha^C^{-1}$, $Q_y^0(\tau) \equiv 0$. Moreover, Lemma 6.2 is valid for (8.5); i.e., this system has the solution.

Based on the exact slow-fast decomposition of system (8.2), i.e., on its transformation to the DS, we can establish properties of the spectrum $\mathcal{R}(\varepsilon)$ of (8.2), guaranteeing the asymptotic stability of this system for all sufficiently small $\varepsilon > 0$. Namely, due to Theorem 7.5, $\mathcal{R}(\varepsilon) = \mathcal{R}_s(\varepsilon) \bigcup \mathcal{R}_f(\varepsilon)$ ($\mathcal{R}_s(\varepsilon) \cap \mathcal{R}_f(\varepsilon) = \emptyset$). Moreover, due to this theorem and (7.14), the slow part $\mathcal{R}_s(\varepsilon)$ of the spectrum consists of the single element

\begin{equation}
\lambda_s(\varepsilon) = b_1 + \alpha^T L_y(\varepsilon) - Q_v(0, \varepsilon)(1 - L_v(0, \varepsilon)).
\end{equation}

The fast part $\mathcal{R}_f(\varepsilon)$ of the spectrum is obtained from (7.15), where

\begin{equation}
\begin{aligned}
\Lambda_{22}(\varepsilon, \lambda) &= \varepsilon (B_1 - L_y(\varepsilon) \alpha^T) + C \exp\left(-\varepsilon \lambda h\right) - \varepsilon \lambda I_m, \\
\Lambda_{23}(\varepsilon, \lambda) &= C L_y(\varepsilon), \\
\Lambda_{32}(\varepsilon, \lambda) &= \varepsilon M_v(-h, \varepsilon, \lambda) \alpha^T, \\
\Lambda_{33}(\varepsilon, \lambda) &= -1, \\
\Lambda_{34}(\varepsilon, \lambda) &= \exp\left(-\varepsilon \lambda h\right), \\
\Lambda_{42}(\varepsilon, \lambda) &= \varepsilon (1 - L_v(0, \varepsilon)) \\
&\quad \times \left[\int_{-h}^{0} Q_v(\eta, \varepsilon) M_v(\eta, \varepsilon, \lambda) d\eta \alpha^T + P_y(\varepsilon) + \int_{-h}^{0} Q_y(\eta, \varepsilon) \exp(\varepsilon \lambda \eta) d\eta\right], \\
\Lambda_{43}(\varepsilon, \lambda) &= 0, \\
\Lambda_{44}(\varepsilon, \lambda) &= \varepsilon (1 - L_v(0, \varepsilon)) \int_{-h}^{0} Q_v(\eta, \varepsilon) \exp(\varepsilon \lambda \eta) d\eta - 1.
\end{aligned}
\end{equation}

By transformation of the unknown $\lambda = \mu/\varepsilon$ in (7.15), (8.7), formally setting the first argument $\varepsilon = 0$ and redenoting the second argument $\mu$ as $\bar{\mu}_f$ in the resulting equations, we obtain the quasipolynomial equation with respect to $\bar{\mu}_f$

\begin{equation}
\det\left(C \exp(\bar{\mu}_f h) - \bar{\mu}_f I_m\right) = 0.
\end{equation}

Let $\bar{\mathcal{R}}_f$ be the set of all roots of (8.8).

In what follows, we assume

\begin{equation}
b_1 < 0, \quad \max_{\bar{\mu}_f \in \bar{\mathcal{R}}_f} \text{Re}(\bar{\mu}_f) \geq \beta_\mu < 0.
\end{equation}

Due to the first inequality in (8.9), for any given constant $0 < \kappa < 1$ there exists a positive number $\varepsilon_{s, \kappa}$ such that $\lambda_s(\varepsilon)$, given by (8.6), satisfies the inequality $\lambda_s(\varepsilon) < \kappa b_1 < 0$, $\varepsilon \in (0, \varepsilon_{s, \kappa}]$.

**Lemma 8.1.** Let the second inequality in (8.9) be valid. Then, for any given constant $0 < \kappa < 1$ there exists a positive number $\varepsilon_{f, \kappa}$ such that each $\lambda_f(\varepsilon) \in \mathcal{R}_f(\varepsilon)$ satisfies the inequality $\text{Re}(\lambda_f(\varepsilon)) < \kappa \beta_\mu/\varepsilon$, $\varepsilon \in (0, \varepsilon_{f, \kappa}]$. 
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For these data, the lemma is wrong. This means the existence of two sequences \( \{\varepsilon_k\} \) and \( \{\lambda_{f,k}\} \) with the following properties: (a) \( \{\varepsilon_k\} \) is positive and convergent to zero; (b) \( \text{Re}(\lambda_{f,k}) \geq \kappa \beta_\mu / \varepsilon_k \) \((k = 1, 2, \ldots)\); and (c) \((7.15)\) and \((8.7)\), determining the set \( \mathcal{R}_f(\varepsilon) \), are satisfied for any pair \( (\varepsilon, \lambda) = (\varepsilon_k, \lambda_{f,k}) \).

Consider the sequence \( \{\mu_{f,k}\} \) such that \( \mu_{f,k} = \varepsilon_k \lambda_{f,k} \). The following two cases can be distinguished: (i) \( \{\mu_{f,k}\} \) is bounded; (ii) \( \{\mu_{f,k}\} \) is unbounded. Let us start with the first case. In this case, there exists a convergent subsequence of \( \{\mu_{f,k}\} \). For the sake of simplicity (but without loss of generality), we assume that the sequence \( \{\mu_{f,k}\} \) itself is such a subsequence. Let \( \hat{\mu}_f = \lim_{k \to +\infty} \mu_{f,k} \). Due to the property (b), \( \text{Re}(\hat{\mu}_f) \geq \kappa \beta_\mu \).

The latter means that \( \hat{\mu}_f \) is a root of \((8.8)\). Thus, due to the second inequality in \((8.9)\), \( \text{Re}(\hat{\mu}_f) \leq \beta_\mu < 0 \), which contradicts the above obtained inequality \( \text{Re}(\hat{\mu}_f) \geq \kappa \beta_\mu \).

Proceed to the case (ii), where the sequence \( \{\mu_{f,k}\} \) is unbounded. In this case, there exists a subsequence of \( \{\mu_{f,k}\} \), modules of elements of which tend to infinity. As for the case (i), we assume that \( \{\mu_{f,k}\} \) itself is such a subsequence; i.e., \( \lim_{k \to +\infty} |\mu_{f,k}| = +\infty \). By substituting \( (\varepsilon, \lambda) = (\varepsilon_k, \lambda_{f,k}) \) into \((7.15)\), \((8.7)\), dividing the resulting equality \((7.15)\) by \( \mu_{f,k} \), and then calculating the limit of the last equality for \( k \to +\infty \), one obtains the contradiction \((-1)^m = 0 \).

The contradictions obtained in the cases (i) and (ii) prove the lemma.

Proof. We prove the lemma by contradiction. Let us assume that the statement of the lemma is wrong. This means the existence of two sequences \( \{\varepsilon_k\} \) and \( \{\lambda_{f,k}\} \) with the following properties: (a) \( \{\varepsilon_k\} \) is positive and convergent to zero; (b) \( \text{Re}(\lambda_{f,k}) \geq \kappa \beta_\mu / \varepsilon_k \) \((k = 1, 2, \ldots)\); and (c) \((7.15)\) and \((8.7)\), determining the set \( \mathcal{R}_f(\varepsilon) \), are satisfied for any pair \( (\varepsilon, \lambda) = (\varepsilon_k, \lambda_{f,k}) \).

Consider the sequence \( \{\mu_{f,k}\} \) such that \( \mu_{f,k} = \varepsilon_k \lambda_{f,k} \). The following two cases can be distinguished: (i) \( \{\mu_{f,k}\} \) is bounded; (ii) \( \{\mu_{f,k}\} \) is unbounded. Let us start with the first case. In this case, there exists a convergent subsequence of \( \{\mu_{f,k}\} \). For the sake of simplicity (but without loss of generality), we assume that the sequence \( \{\mu_{f,k}\} \) itself is such a subsequence. Let \( \hat{\mu}_f = \lim_{k \to +\infty} \mu_{f,k} \). Due to the property (b), \( \text{Re}(\hat{\mu}_f) \geq \kappa \beta_\mu \).

The latter means that \( \hat{\mu}_f \) is a root of \((8.8)\). Thus, due to the second inequality in \((8.9)\), \( \text{Re}(\hat{\mu}_f) \leq \beta_\mu < 0 \), which contradicts the above obtained inequality \( \text{Re}(\hat{\mu}_f) \geq \kappa \beta_\mu \).

Proceed to the case (ii), where the sequence \( \{\mu_{f,k}\} \) is unbounded. In this case, there exists a subsequence of \( \{\mu_{f,k}\} \), modules of elements of which tend to infinity. As for the case (i), we assume that \( \{\mu_{f,k}\} \) itself is such a subsequence; i.e., \( \lim_{k \to +\infty} |\mu_{f,k}| = +\infty \). By substituting \( (\varepsilon, \lambda) = (\varepsilon_k, \lambda_{f,k}) \) into \((7.15)\), \((8.7)\), dividing the resulting equality \((7.15)\) by \( \mu_{f,k} \), and then calculating the limit of the last equality for \( k \to +\infty \), one obtains the contradiction \((-1)^m = 0 \).

The contradictions obtained in the cases (i) and (ii) prove the lemma.

Remark 8.2. Similarly to the above presented analysis of the system \((8.1)\) with perfectly known coefficients, an uncertain version of this system can be studied. Namely, let the coefficients of \((8.1)\) have the form \( b = b_{\text{nom}} + \Delta b \), \( \alpha = \alpha_{\text{nom}} + \Delta \alpha \), \( \gamma = \gamma_{\text{nom}} + \Delta \gamma \), \( B = B_{\text{nom}} + \Delta B \), \( C = C_{\text{nom}} + \Delta C \), where the values \( b_{\text{nom}} \), \( \alpha_{\text{nom}} \), \( \gamma_{\text{nom}} \), \( B_{\text{nom}} \), and \( C_{\text{nom}} \) are known nominal values, while \( \Delta b \), \( \Delta \alpha \), \( \Delta \gamma \), \( \Delta B \), and \( \Delta C \) are uncertainties, satisfying the inequalities \( |\Delta b| \leq \delta_b \), \( \| \Delta \alpha \| \leq \delta_\alpha \), \( \| \Delta \gamma \| \leq \delta_\gamma \), \( \| \Delta B \| \leq \delta_B \), and \( \| \Delta C \| \leq \delta_C \). In this case, the inequalities \((8.9)\) with \( b_1 = (b_{\text{nom}} + \delta_b)/c \) and \( C = C_{\text{nom}} \) guarantee the robust asymptotic stability of the trivial solution to system \((8.1)\) for all sufficiently small \( \varepsilon > 0 \) and \( \delta_C > 0 \). The fulfillment of either the inequality \( (b_{\text{nom}} - \delta_b)/c > 0 \) or the inequality \( \beta_\mu > 0 \), where \( \beta_\mu \) is obtained from \((8.9)\) for \( C = C_{\text{nom}} \), guarantees the robust instability of the trivial solution to system \((8.1)\) for all sufficiently small \( \varepsilon > 0 \) and \( \delta_C > 0 \).

8.2. Numerical illustration. Consider a particular case of system \((8.1)\) with the following data: \( m = 1 \), \( b = -2 \), \( c = 1 \), \( \alpha = 3 \), \( \gamma = 8 \), \( B = 2 \), \( C = -0.9 \), \( h = 0.6 \). For these data, \( b_1 = -2 \), \( \gamma_1 = 4 \), \( B_1 = 2 \). Equation \((8.8)\) becomes \(-0.9 \exp(\mu_f) - \mu_f = 0 \), and all roots of this equation satisfy the inequality \( \text{Re}(\mu_f) < -0.53 \). Thus, both inequalities in \((8.9)\) are valid.
In Figures 1 and 2, the $x$- and $y$-components of the trajectory of the linearized system (8.2), for two different values of $\varepsilon$ and subject to the initial conditions $x(0) = 2$, $y(\theta) = 4$, $\theta \in [-0.6\varepsilon, 0]$, are depicted. It is seen that, for both values of $\varepsilon$, these components tend to zero as $t \to +\infty$.

In Figures 3 and 4, the $x$- and $y$-components of the trajectory of the nonlinear system (8.1) are depicted for the same values of $\varepsilon$ and subject to the same initial conditions as for the linearized system (8.2) (Figures 1 and 2). Due to the large initial values of the state variables, the solution of the nonlinear system (8.1) differs considerably from the solution of the linearized system (8.2) for each value of $\varepsilon$. Nevertheless, for these values of $\varepsilon$, the solution of the nonlinear system tends to its trivial solution as $t \to +\infty$, meaning that the attraction domain of the trivial solution
Extensive computer simulation showed that in this numerical example, for \( \varepsilon \geq 0.07 \), the solutions of neither the linearized nor nonlinear systems approach the trivial solution as \( t \to +\infty \).

9. Conclusions. The linear time-invariant singularly perturbed system with multiple pointwise and distributed time delays was considered. The delays are on the order of the small multiplier \( \varepsilon > 0 \) for a part of the derivatives in the system. A direct method of the exact slow-fast decomposition of this system was developed. This method consists of several stages. First, a new state variable, the functional part of the slow Euclidean state variable, is introduced. This new state depends on two arguments and satisfies a partial first-order differential equation with the multiplier \( \varepsilon \).
for the time derivative. Thus, this state is fast. By introduction of the new state, the original system is transformed to the equivalent system of three equations, one slow and two fast modes. Then, a linear algebraic transformation of the fast states with the matrix-valued coefficients, satisfying a proper set of functional-differential-algebraic equations, eliminates the slow state from the fast modes. A linear functional-algebraic transformation of the slow state with the matrix-valued coefficients, satisfying a proper set of functional-integral-algebraic equations, completely separates the slow and fast mode equations. It was shown that, under reasonable assumptions, solutions of both, functional-differential-algebraic and functional-integral-algebraic, sets exist and can be obtained asymptotically. Based on this slow-fast decomposition of the original singularly perturbed system of time delay equations, an exact slow-fast decomposition of its spectrum was carried out in the case of a single pointwise delay. This spectrum decomposition yields two scalar unconnected algebraic equations: The first is a polynomial equation for the slow part of the spectrum, while the second one is a quasipolynomial equation for the fast part of the spectrum. Using this spectrum decomposition, the stability of a multilink single-sink optical network was analyzed. Conditions of the asymptotic stability and the instability of the trivial solution to the corresponding nonlinear singularly perturbed time delay system were derived and illustrated by a numerical example.

Appendix A. Proof of Lemma 4.1. Let us make the following transformation of variables in system (4.1):

(A.1) \[ L_v(\eta, \varepsilon) = L_v^0 + \theta_v(\eta, \varepsilon), \quad L_y(\varepsilon) = L_y^0 + \theta_y(\varepsilon), \]

where \( \theta_v(\eta, \varepsilon) \) and \( \theta_y(\varepsilon) \) are new unknown matrices.

Substituting (A.1) into (4.1) and using (4.2), (4.5), one obtains after some rearrangement the system of equations for \( \theta_v(\eta, \varepsilon) \) and \( \theta_y(\varepsilon) \)

\[
\begin{align*}
\frac{d\theta_v(\eta, \varepsilon)}{d\eta} &= H_v\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right) + K_v(\eta, \varepsilon), \\
\mathcal{H}_4(0)\theta_y(\varepsilon) &= H_y\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right) + K_y(\varepsilon),
\end{align*}
\]

where

\[
\begin{align*}
H_v\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right) &\triangleq F_2\left(\varepsilon, L_v^0 + \theta_v(\eta, \varepsilon), L_y^0 + \theta_y(\varepsilon)\right) - F_2\left(\varepsilon, L_v^0, L_y^0\right), \\
H_y\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right) &\triangleq -F_3\left(\varepsilon, L_v^0 + \theta_v(\eta, \varepsilon), L_y^0 + \theta_y(\varepsilon)\right) + F_3\left(\varepsilon, L_v^0, L_y^0\right) + \mathcal{H}_4(0)\theta_y(\varepsilon), \\
K_v(\varepsilon) &\triangleq F_2\left(\varepsilon, L_v^0, L_y^0\right), \\
K_y(\varepsilon) &\triangleq -F_3\left(\varepsilon, L_v^0, L_y^0\right).
\end{align*}
\]

By virtue of the algorithm for constructing the zero-order asymptotic solution \( \{L_v^0(\eta), L_y^0\} \) to the system (4.1) (see subsection 4.1), we directly have

(A.5) \[ \|K_v(\varepsilon)\| \leq a\varepsilon, \quad \|K_y(\varepsilon)\| \leq a\varepsilon, \quad \varepsilon \in (0, \varepsilon_0), \]

where \( a > 0 \) is some constant independent of \( \varepsilon \).

Due to (3.15), (3.18), and (4.5), the expression for \( H_v \) in (A.3) can be rewritten as

(A.6) \[ H_v\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right) = \varepsilon \left[P\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right) + \theta_v(\eta, \varepsilon)Q\left(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\right)\right], \]

where

\[ P(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) \triangleq A_{20}(\varepsilon)\theta_y(\varepsilon) \]

(A.7) subject to this condition, can be rewritten in the equivalent form

\[ Q(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) \triangleq T_{12}(\varepsilon, L_0^y + \theta_y(\varepsilon)) \]

(A.9) + \int_{-h}^{0} [d_y D_2(\eta, \varepsilon)] \theta_y(\varepsilon),

Similarly, by using (3.16)–(3.18), (4.2), and (4.5), we can rewrite the expression for \( H_y \) from (A.3) in the form

\[ H_y(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) = (\mathcal{H}_4(0) - \mathcal{H}_4(\varepsilon))\theta_y(\varepsilon) + \varepsilon L_0^y P(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) \]

(A.10) + \int_{-h}^{0} \left[ d_y \Gamma_{12}(\eta, \varepsilon, L_0^y + \theta_y(\varepsilon)) \right] (I_n + \theta_v(\eta, \varepsilon)).

where \( R(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) \triangleq -\int_{-h}^{0} [d_y \Gamma_{34}(\eta, \varepsilon, L_0^y + \theta_y(\varepsilon))] \theta_v(\eta, \varepsilon). \)

By virtue of assumptions (A1) and (A2) along with (4.2),

\[ \| \mathcal{H}_4(0) - \mathcal{H}_4(\varepsilon)\| \leq a\varepsilon, \quad \varepsilon \in (0, \varepsilon_0], \]

where \( a > 0 \) is some constant independent of \( \varepsilon. \)

In the remainder of the proof, we look for the solution \( \{\theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\} \) of the system (A.2) satisfying the condition \( \theta_v(-h, \varepsilon) = 0. \) Using assumption (A3), system (A.2), subject to this condition, can be rewritten in the equivalent form

\[ \theta_v(\eta, \varepsilon) = \int_{-h}^{0} H_v(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) d\sigma + \int_{-h}^{0} K_v(\sigma, \varepsilon) d\sigma, \]

(A.11) \quad \theta_y(\varepsilon) = \mathcal{H}_4^{-1}(0)H_y(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) + \mathcal{H}_4^{-1}(0)K_y(\varepsilon).

Substituting the first equation of (A.11) into the second yields after some re-denoting and rearrangement (by using (A.9)) the following system, equivalent to (A.11):

\[ \theta_v(\eta, \varepsilon) = S_v(\eta, \varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) + T_v(\eta, \varepsilon), \]

(A.12) \quad \theta_y(\varepsilon) = S_y(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) + T_y(\varepsilon),

where

\[ S_v(\eta, \varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) \triangleq \int_{-h}^{0} H_v(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) d\sigma, \]

(A.13) \quad T_v(\eta, \varepsilon) \triangleq K_v(\varepsilon)(\eta + h),

\[ S_y(\varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)) \triangleq \mathcal{H}_4^{-1}(0) \left\{ H_y(\varepsilon, S_v(\eta, \varepsilon, \theta_v(\eta, \varepsilon), \theta_y(\varepsilon)), \theta_y(\varepsilon)) \right\} \]

(A.14) + \varepsilon L_0^y \int_{-h}^{0} [d_y D_2(\eta, \varepsilon)] \theta_y(\varepsilon) T_v(\eta, \varepsilon) - \int_{-h}^{0} [d_y D_4(\eta, \varepsilon)] \theta_y(\varepsilon) T_v(\eta, \varepsilon). \]
\[ T_y(\varepsilon) \hat{=} \mathcal{H}_4^{-1}(0) \left\{ \varepsilon L_y^\varepsilon \int_{-h}^{0} \left[ d_y \Gamma_{12} \left( \eta, \varepsilon, L_y^0 \right) \right] T_v(\eta, \varepsilon) \right. \\
\left. - \int_{-h}^{0} \left[ d_y \Gamma_{34} \left( \eta, \varepsilon, L_y^0 \right) \right] T_v(\eta, \varepsilon) + K_\varepsilon(\varepsilon) \right\}. \]

(A.16)

By virtue of the first inequality in (A.5), we obtain

\[ \|T_v(\eta, \varepsilon)\| \leq a \varepsilon, \quad \eta \in [-h, 0], \quad \varepsilon \in (0, \varepsilon_0]. \]

(A.17)

Using Remark 2.1, (3.18), the second inequality in (A.5), and (A.17), one has

\[ \|T_y(\varepsilon)\| \leq a \varepsilon, \quad \varepsilon \in (0, \varepsilon_0]. \]

(A.18)

In (A.17)–(A.18), \( a > 0 \) is some constant independent of \( \varepsilon \).

Let \( \Theta_v \) be the set of all pairs \( \{\theta_v(\eta), \theta_y(\eta)\} \), where \( \theta_v(\eta) \) is an \( n \times n \)-matrix-valued function, continuous for \( \eta \in [-h, 0] \), while \( \theta_y \) is an \( m \times n \)-matrix. Let \( \theta^1_v(\eta) = \{\theta^1_v(\eta), \theta^1_y(\eta)\} \) and \( \theta^2_v(\eta) = \{\theta^2_v(\eta), \theta^2_y(\eta)\} \) be any two elements of \( \Theta_v \). Let us define the linear combination of these elements with any real coefficients \( \alpha_1 \) and \( \alpha_2 \) as \( \alpha_1 \theta^1_v(\eta) + \alpha_2 \theta^2_v(\eta) = \{\alpha_1 \theta^1_v(\eta) + \alpha_2 \theta^2_v(\eta), \alpha_1 \theta^1_y(\eta) + \alpha_2 \theta^2_y(\eta)\} \). This definition converts the set \( \Theta_v \) to a linear space. Further, for any \( \theta_v(\eta) \in \Theta_v \), let us define the number

\[ \|\theta_v(\eta)\|_\Theta \triangleq \max_{\theta \in [-h, 0]} \|\theta_v(\eta)\| + \|\theta_y\|. \]

(A.19)

It is directly verified that this number is a norm of an element in the linear space \( \Theta_v \). Moreover, \( \Theta_v \) endowed with the norm (A.19) is a Banach space.

Let \( \varepsilon > 0 \) be a sufficiently small number. Consider a ball in \( \Theta_v \),

\[ B(c, \varepsilon) \triangleq \left\{ \theta_v(\eta) \in \Theta_v : \|\theta_v(\eta)\|_\Theta \leq c \varepsilon \right\}, \]

(A.20)

where \( c > 0 \) is some constant independent of \( \varepsilon \).

For the aforementioned \( c > 0 \), consider the operator, given in the space \( \Theta_v \),

\[ \mathcal{F}_{v, \varepsilon}(\theta_v(\eta)) \triangleq \left\{ S_v(\eta, \varepsilon, \theta_v(\eta), \theta_y(\eta)) + T_v(\eta, \varepsilon), S_y(\eta, \varepsilon, \theta_v(\eta), \theta_y(\eta)) + T_y(\varepsilon) \right\}. \]

(A.21)

For any number \( c > 0 \) and any \( \varepsilon \in (0, \varepsilon_0] \) this operator maps the ball (A.20) into the space \( \Theta_v \). Now, we are going to show that, for a proper choice of numbers \( c > 0 \) and \( \varepsilon > 0 \), the operator \( \mathcal{F}_{v, \varepsilon}(\theta_v(\eta)) \) maps the ball (A.20) into itself for any \( \varepsilon \in (0, \varepsilon_0] \). Namely, let us choose \( c = 4a \), where \( a > 0 \) is the constant appearing in the inequalities (A.17)–(A.18). Further, let us estimate \( H_v(\eta, \varepsilon, \theta_v(\eta), \theta_y(\eta)) \) for any \( \{\theta_v(\eta), \theta_y(\eta)\} \in B(4a, \varepsilon) \), where \( \varepsilon \in (0, \varepsilon_0] \) is any fixed number.

Using (A.6)–(A.8) and (A.20), one has for \( \eta \in [-h, 0] \)

\[ \|H_v(\varepsilon, \theta_v(\eta), \theta_y(\eta))\| \leq \varepsilon \|L_y^0\| \left\| P(\varepsilon, \theta_v(\eta), \theta_y(\eta)) \right\| + 4a \varepsilon^2 \left\| Q(\varepsilon, \theta_v(\eta), \theta_y(\eta)) \right\|; \\
\|P(\varepsilon, \theta_v(\eta), \theta_y(\eta))\| \leq 4a \varepsilon \left\| A_2(\varepsilon) \right\| + V_h^0 \left[ \Gamma_{12} \left( \eta, \varepsilon, L_y^0 \right) \right] \right. \\
+ (4a \varepsilon + 1) V_h^0 [D_2(\eta, \varepsilon)]; \\
\|Q(\varepsilon, \theta_v(\eta), \theta_y(\eta))\| \leq \left\| \Gamma_{12} \left( \varepsilon, L_y^0(\varepsilon) \right) \right\| + 4a \varepsilon \|A_2(\varepsilon)\| \\
+ (4a \varepsilon + 1) \left\{ V_h^0 \left[ \Gamma_{12} \left( \eta, \varepsilon, L_y^0 \right) \right] + 4a \varepsilon V_h^0 [D_2(\eta, \varepsilon)] \right\}. \]

(A.22)
Due to assumptions (A1)–(A3), Remark 2.1, and (3.18), there exists a positive constant $c_1$, independent of $\varepsilon$, such that the following inequality is valid for all $\varepsilon \in (0, \varepsilon_0]$:

$$
\|L_0^0\| \left\{ \|A_{20}(\varepsilon)\| + V_0^0 \left[ \Gamma_{12} \left( \eta, \varepsilon, L_0^0 \right) \right] + (4a\varepsilon + 1)V_0^0 \left[ D_2(\eta, \varepsilon) \right] \right\} 
+ \left\| \Upsilon_{12} \left( \varepsilon, L_0^0(\varepsilon) \right) \right\| + 4a\varepsilon \|A_{20}(\varepsilon)\|
$$

(A.23)

Based on the inequalities (A.22)–(A.23), we obtain after a simple algebra the following estimate: $\|H_v(\varepsilon, \theta_\nu(\eta), \theta_y)\| \leq 4ac_1\varepsilon^2$, $\eta \in [-h, 0]$, $\varepsilon \in (0, \varepsilon_0]$. Using this estimate, (A.13), and the inequality (A.17), one immediately has the following inequality for all $\eta \in [-h, 0]$ and $\varepsilon \in (0, \varepsilon_0]$:

$$
\left\| S_v \left( \eta, \varepsilon, \theta_\nu(\eta), \theta_y \right) + T_v(\eta, \varepsilon) \right\| \leq 4ac_1\varepsilon^2 + a\varepsilon = a\varepsilon(1 + 4c_1h\varepsilon).
$$

(A.24)

Let us introduce the positive numbers $\varepsilon_1 = 1/(4c_1h)$, $\bar{\varepsilon}_1 = \min\{\varepsilon_0, \varepsilon_1\}$. Then, from (A.24), we obtain the following inequality for $\{\theta_\nu(\eta), \theta_y\} \in B(4a, \varepsilon)$:

$$
\max_{\eta \in [-h, 0]} \left\| S_v \left( \eta, \varepsilon, \theta_\nu(\eta), \theta_y \right) + T_v(\eta, \varepsilon) \right\| \leq 2a\varepsilon, \quad \varepsilon \in (0, \bar{\varepsilon}_1].
$$

(A.25)

Similarly to (A.25), based on (A.9), (A.15) and the inequalities (A.10), (A.18), one can prove the existence of a positive number $\bar{\varepsilon}_2$ ($\bar{\varepsilon}_2 \leq \varepsilon_0$) such that for all $\varepsilon \in (0, \bar{\varepsilon}_2]$ and $\{\theta_\nu(\eta), \theta_y\} \in B(4a, \varepsilon)$ the following inequality is valid:

$$
\left\| S_y \left( \varepsilon, \theta_\nu(\eta), \theta_y \right) + T_y(\varepsilon) \right\| \leq 2a\varepsilon.
$$

(A.26)

The inequalities (A.25)–(A.26), along with the definitions (A.19)–(A.20), mean immediately that the operator $F_{vy, \varepsilon}(\theta_{vy}(\eta))$ (see (A.21)) maps the ball $B(4a, \varepsilon)$ into itself for any $\varepsilon \in (0, \bar{\varepsilon})$, where $\bar{\varepsilon} = \min(\bar{\varepsilon}_1, \bar{\varepsilon}_2)$.

Now we are going to show that, for all sufficiently small $\varepsilon > 0$, the operator $F_{vy, \varepsilon}(\theta_{vy}(\eta))$ satisfies the Lipschitz condition in the ball $B(4a, \varepsilon)$ with the constant $1/2$. For this purpose, we first estimate the difference $H_v(\varepsilon, \theta_{v,1}(\eta), \theta_y, 1) - H_v(\varepsilon, \theta_{v,2}(\eta), \theta_y, 2)$ for any $\theta_{vy,k}(\eta) = \{\theta_{v,k}(\eta), \theta_y,k\} \in B(4a, \varepsilon)$ ($k = 1, 2$). Namely, from (A.6), we obtain for $\eta \in [-h, 0]$, $\varepsilon \in (0, \bar{\varepsilon})$

$$
\|H_v(\varepsilon, \theta_{v,1}(\eta), \theta_y, 1) - H_v(\varepsilon, \theta_{v,2}(\eta), \theta_y, 2)\| 
\leq \varepsilon \left\| P_v(\varepsilon, \theta_{v,1}(\eta), \theta_y, 1) - P_v(\varepsilon, \theta_{v,2}(\eta), \theta_y, 2) \right\| 
+ \varepsilon \left\| \theta_{v,1}(\eta)Q_v(\varepsilon, \theta_{v,1}(\eta), \theta_y, 1) - \theta_{v,2}(\eta)Q_v(\varepsilon, \theta_{v,2}(\eta), \theta_y, 2) \right\|.
$$

(A.27)

Using (A.7), Remark 2.1, and (3.18), we obtain for $\varepsilon \in (0, \bar{\varepsilon}]$

$$
\|P_v(\varepsilon, \theta_{v,1}(\eta), \theta_y, 1) - P_v(\varepsilon, \theta_{v,2}(\eta), \theta_y, 2)\| \leq \|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\| + \varepsilon \left\{ \|A_{20}(\varepsilon)\| 
+ (8a\varepsilon + 1)V_0^0[D_2(\eta, \varepsilon)] + V_0^0 \left[ \Gamma_{12} \left( \eta, \varepsilon, L_0^0 \right) \right] \right\}.
$$

(A.28)
Similarly, using (A.8), (3.18) and Remark 2.1 yields for \( \eta \in [-h,0], \varepsilon \in (0,\bar{\varepsilon}] \)

\[
\begin{align*}
\|\theta_{v,1}(\varepsilon)Q_v(\varepsilon, \theta_{v,1}(\eta), \theta_{y,1}) - \theta_{v,2}(\varepsilon)Q_v(\varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| & \\
\leq 4\alpha\varepsilon\|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta} \left\{ \|A_{20}(\varepsilon)\| + (1 + 4\alpha\varepsilon)V_{h}^{0}[D_2(\eta, \varepsilon)] \right\} \\
+ \|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta} \left\{ 4\alpha\varepsilon V_{h}^{0}\left[\mathbf{\Gamma}_{12}(\eta, \varepsilon, L_y(\varepsilon))\right] \\
+ 16\alpha^2\varepsilon^2V_{h}^{0}[D_2(\eta, \varepsilon)] + \|Q_v(\varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| \right\}.
\end{align*}
\]  
(A.29)

It should be noted that, due to (A.8) and the inclusion \( \theta_{vy,2}(\eta) \in B(4a, \varepsilon) \), the value \( \|Q_v(\varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| \) is bounded for \( \varepsilon \in (0,\bar{\varepsilon}] \).

Similarly to the inequality (A.23), one obtains the existence of a positive constant \( c_2 \) independent of \( \varepsilon \) such that for all \( \varepsilon \in (0,\bar{\varepsilon}] \) the following inequality is valid:

\[
(1 + 4\alpha\varepsilon) \left\{ \|A_{20}(\varepsilon)\| + (1 + 8\alpha\varepsilon)V_{h}^{0}[D_2(\eta, \varepsilon)] + V_{h}^{0}\left[\mathbf{\Gamma}_{12}(\eta, \varepsilon, L_y(\varepsilon))\right] \right\} \\
+ \|Q_v(\varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| \leq c_2.
\]  
(A.30)

The inequalities (A.27)–(A.30) directly yield the following inequality:

\[
\begin{align*}
\|H_v(\varepsilon, \theta_{v,1}(\eta), \theta_{y,1}) - H_v(\varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| & \\
\leq c_2\varepsilon\|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta}, \quad \eta \in [-h,0], \varepsilon \in (0,\bar{\varepsilon}].
\end{align*}
\]  
(A.31)

This estimate, along with (A.13), leads immediately to the estimate

\[
\max_{\eta \in [-h,0]} \|S_v(\eta, \varepsilon, \theta_{v,1}(\eta), \theta_{y,1}) - S_v(\eta, \varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| \\
\leq c_2h\varepsilon\|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta}, \quad \varepsilon \in (0,\bar{\varepsilon}].
\]  
(A.32)

By introducing the positive number \( \bar{\varepsilon}_3 = \min\{\bar{\varepsilon}, 1/(4c_2h)\} \), we obtain from (A.32)

\[
\max_{\eta \in [-h,0]} \|S_v(\eta, \varepsilon, \theta_{v,1}(\eta), \theta_{y,1}) - S_v(\eta, \varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| \\
\leq (1/4)\|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta}, \quad \varepsilon \in (0,\bar{\varepsilon}_3].
\]  
(A.33)

Similarly to (A.33), one can show the existence of a positive constant \( \bar{\varepsilon}_4 = (\varepsilon_4 \leq \bar{\varepsilon}) \) such that, for all \( \varepsilon \in (0,\varepsilon_4] \), the following inequality is satisfied:

\[
\|S_y(\varepsilon, \theta_{v,1}(\eta), \theta_{y,1}) - S_y(\varepsilon, \theta_{v,2}(\eta), \theta_{y,2})\| \leq (1/4)\|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta},
\]  
(A.34)

which yields, along with (A.33), (A.19), and (A.21), the following inequality for any \( \varepsilon \in (0,\varepsilon_1^* \} (\varepsilon_1^* = \min\{\bar{\varepsilon}_3, \bar{\varepsilon}_4\}) \) and any \( \theta_{vy,1}(\eta), \theta_{vy,2}(\eta) \in B(4a, \varepsilon) \):

\[
\|\mathcal{F}_{vy,\varepsilon}(\theta_{vy,1}(\eta)) - \mathcal{F}_{vy,\varepsilon}(\theta_{vy,2}(\eta))\| \leq (1/2)\|\theta_{vy,1}(\eta) - \theta_{vy,2}(\eta)\|_{\Theta}.
\]  
(A.35)

Thus, for any \( \varepsilon \in (0,\varepsilon_1^*] \), the operator \( \mathcal{F}_{vy,\varepsilon}(\theta_{vy}(\eta)) \) satisfies the Lipschitz condition in the ball \( B(4a, \varepsilon) \) with the constant \( 1/2 \).

Now, let us show that

\[
\|\mathcal{F}_{vy,\varepsilon}(0_{\Theta})\|_{\Theta} \leq 2\alpha\varepsilon, \quad \varepsilon \in (0,\varepsilon_1^*],
\]  
(A.36)
where \( a > 0 \) is the constant appearing in the inequalities (A.17)–(A.18) and in the radius of the ball \( B(4a, \varepsilon) \); \( 0_\Theta \) is zero element of the space \( \Theta \), i.e., \( 0_\Theta = \{0_{n \times n}, 0_{m \times n}\} \).

Indeed, due to (A.3), (A.13), and (A.15), we obtain \( S_v(\eta, \varepsilon, 0_{n \times n}, 0_{m \times n}) = 0 \) and \( S_y(\varepsilon, 0_{n \times n}, 0_{m \times n}) = 0 \). The latter, along with (A.21), yields \( \mathcal{F}_{vy,c}(0_\Theta) = \{T_v(\eta, \varepsilon), T_y(\varepsilon)\}, \eta \in [-h, 0], \varepsilon \in (0, \varepsilon_0]\). This equation, along with (A.19), the inequalities (A.17)–(A.18), and the inequality \( \varepsilon_1^* \leq \varepsilon_0 \), directly implies the inequality (A.36).

Thus, we have proven that, for any \( \varepsilon \in (0, \varepsilon_1^*] \), the operator \( \mathcal{F}_{vy,c}(\theta_{vy}(\eta)) \) maps the ball \( B(4a, \varepsilon) \) into itself. Moreover, the operator \( \mathcal{F}_{vy,c}(\theta_{vy}(\eta)) \) satisfies the Lipschitz condition in the ball \( B(4a, \varepsilon) \) with the constant \( 1/2 \), and the inequality (A.36) is valid. Now, by using the aforementioned properties of the operator \( \mathcal{F}_{vy,c}(\theta_{vy}(\eta)) \), the fact that \( 0_\Theta \in B(4a, \varepsilon) \), and the results of [42], one directly obtains the existence of the unique solution \( \{\theta_v(\eta, \varepsilon), \theta_y(\varepsilon)\} \) to the set (A.12) in the ball \( B(4a, \varepsilon) \) for any \( \varepsilon \in (0, \varepsilon_1^*] \). Moreover, by virtue of (A.13)–(A.14), one has

\[
\theta_v(-h, \varepsilon) = 0, \quad \varepsilon \in (0, \varepsilon_1^*].
\]

Now, (A.1) and (A.37), and the equivalence of the set (A.12) to the problem (A.2), (A.37) directly yield all the statements of the lemma with \( a_1^* = 4a \) in the inequalities (4.7).

**Appendix B. Proof of Lemma 6.2.** Let us make the following transformation of variables in the system (6.1), (6.4):

\[
\begin{align*}
Q_v(\eta, \varepsilon) &= Q_v^0(\eta) + \vartheta_v(\eta, \varepsilon), \quad Q_y(\eta, \varepsilon) = Q_y^0(\eta) + \vartheta_y(\eta, \varepsilon), \quad \eta \in [-h, 0], \\
P_y(\varepsilon) &= P_y^0 + \vartheta(\varepsilon),
\end{align*}
\]

(B.2)

where \( \vartheta_v(\eta, \varepsilon) \), \( \vartheta(\varepsilon) \), and \( \vartheta_y(\eta, \varepsilon) \) are new unknown matrices.

Equations (5.1), (5.3), (B.1) and Remark 6.1 yield \( \vartheta_v(-h, \varepsilon) = 0 \), \( \vartheta_y(-h, \varepsilon) = 0 \), \( \varepsilon \in (0, \varepsilon_1^*] \).

Denote \( \mathcal{N}_\Theta(\eta, \varepsilon) \overset{\Delta}{=} \{\vartheta_v(\eta, \varepsilon), \vartheta(\varepsilon), \vartheta_y(\eta, \varepsilon)\} \). Thus, due to this notation and (5.7), \( \mathcal{N}(\eta, \varepsilon) = \{Q_v^0(\eta) + \vartheta_v(\eta, \varepsilon), P_y^0 + \vartheta(\varepsilon), Q_y^0(\eta) + \vartheta_y(\eta, \varepsilon)\} = \mathcal{N}_\Theta(\eta, \varepsilon) + \mathcal{N}_\Theta(\eta, \varepsilon) \).

By substituting (B.1)–(B.2) into (6.1), (6.4), one obtains after some rearrangement the following system of equations for \( \vartheta_v(\eta, \varepsilon), \vartheta(\varepsilon), \) and \( \vartheta_y(\eta, \varepsilon) \):

\[
\begin{align*}
\vartheta(\varepsilon)A_{y0}(0) + \vartheta_y(0, \varepsilon) &= D_2(\varepsilon, \mathcal{N}_\Theta(\eta, \varepsilon)) + \mathcal{L}_2(\varepsilon), \\
\vartheta_v(\eta, \varepsilon) - \vartheta(\varepsilon) \left( \Gamma_{34}(\eta, 0, L_y^0) - \Gamma_{34}(-h, 0, L_y^0) \right) &= D_3 \left( -h, \varepsilon, \mathcal{N}_\Theta(\eta, \varepsilon) \right) - D_3 \left( \eta, \varepsilon, \mathcal{N}_\Theta(\eta, \varepsilon) \right) + \mathcal{L}_3(-h, \varepsilon) - \mathcal{L}_3(\eta, \varepsilon), \\
\vartheta_y(\eta, \varepsilon) - \vartheta(\varepsilon) \left( D_{y4}(\eta, 0) - D_{y4}(-h, 0) \right) &= D_4 \left( -h, \varepsilon, \mathcal{N}_\Theta(\eta, \varepsilon) \right) - D_4 \left( \eta, \varepsilon, \mathcal{N}_\Theta(\eta, \varepsilon) \right) + \mathcal{L}_4(-h, \varepsilon) - \mathcal{L}_4(\eta, \varepsilon).
\end{align*}
\]
where
\[
D_2(\varepsilon, N_0(\eta, \varepsilon)) = \mathcal{F}_2(\varepsilon, N^0(\eta)) + \vartheta(\varepsilon) N_0(\eta, \varepsilon) + \vartheta(\varepsilon) A_{20}(0)
\]
(B.4)
\[
\mathcal{L}_2(\varepsilon) = \mathcal{F}_2(\varepsilon, N^0(\eta)),
\]
\[
D_3(\eta, \varepsilon, N_0(\eta, \varepsilon)) = \mathcal{F}_3(\eta, \varepsilon, N^0(\eta)) + \vartheta(\eta, \varepsilon) - \vartheta(\eta, \varepsilon)
+ \vartheta(\varepsilon) \Gamma_{34}(\eta, 0, L^0_y) - \mathcal{F}_3(\eta, \varepsilon, N^0(\eta)),
\]
where
\[
D_4(\eta, \varepsilon, N_0(\eta, \varepsilon)) = \mathcal{F}_4(\eta, \varepsilon, N^0(\eta)) + \vartheta(\eta, \varepsilon) - \vartheta(\eta, \varepsilon)
+ \vartheta(\varepsilon) D_4(\eta, 0) - \mathcal{F}_4(\eta, \varepsilon, N^0(\eta)).
\]
(B.7)

**Remark B.1.** Due to (5.10)–(5.11) and Remarks 2.1, 6.1, for all \(\varepsilon \in (0, \varepsilon^*_1]\) the functions \(\mathcal{L}_3(\eta, \varepsilon)\) and \(\mathcal{L}_4(\eta, \varepsilon)\) are piecewise continuous in \(\eta \in [-h, 0]\) with the break points \(\eta = -h_j (j = 1, \ldots, N)\), where these functions have finite limits from the right, \(\mathcal{L}_3(-h_j + 0, \varepsilon) = \lim_{\eta \to -h_j, \varepsilon} \mathcal{L}_3(\eta, \varepsilon)\) and \(\mathcal{L}_4(-h_j + 0, \varepsilon) = \lim_{\eta \to -h_j, \varepsilon} \mathcal{L}_4(\eta, \varepsilon)\), respectively. Also, these functions are continuous from the left at the break points \(\eta = -h_j (j = 1, \ldots, N - 1)\). Moreover, by virtue of the algorithm for constructing the asymptotic solution \(N^0(\eta)\) to the system (6.1), (6.4) (see subsection 6.1), we directly have the following inequalities for all \(\varepsilon \in (0, \varepsilon^*_1]\):
\[
\|\mathcal{L}_2(\varepsilon)\| \leq a, \quad \|\mathcal{L}_3(-h, \varepsilon) - \mathcal{L}_k(\eta, \varepsilon)\| \leq a, \quad k = 3, 4, \; \eta \in [-h, 0],
\]
(B.5)
where the positive constant \(\varepsilon^*_1\) has been introduced in Lemma 4.1 and where \(a > 0\) is some constant independent of \(\varepsilon\).

Let us denote for all \(j = 1, \ldots, N, \eta \in [-h_j, -h_{j-1}], \varepsilon \in (0, \varepsilon^*_1]\),
\[
\mathcal{L}_{k,j}(\eta, \varepsilon) = \begin{cases} \mathcal{L}_k(-h_j + 0, \varepsilon), & \eta = -h_j, \\ \mathcal{L}_k(\eta, \varepsilon), & \eta \in (-h_j, -h_{j-1}], \; k = 3, 4. \end{cases}
\]
(B.6)

**Remark B.2.** Due to Remark 2.2, the functions \(\mathcal{L}_{3,j}(\eta, \varepsilon)\) and \(\mathcal{L}_{4,j}(\eta, \varepsilon)\) \((j = 1, \ldots, N)\) are differentiable with respect to \(\eta \in [-h_j, -h_{j-1}]\) for all \(\varepsilon \in (0, \varepsilon^*_1]\).

The system (B.3) can be transformed equivalently to the following one:
\[
\vartheta(\varepsilon) = \mathcal{S}_2(\varepsilon, N_0(\eta, \varepsilon)) + \mathcal{T}_2(\varepsilon),
\]
(B.7)
\[
\vartheta(\eta, \varepsilon) = \mathcal{S}_3(\eta, \varepsilon, N_0(\eta, \varepsilon)) + \mathcal{T}_3(\eta, \varepsilon),
\]
\[
\vartheta(\eta, \varepsilon) = \mathcal{S}_4(\eta, \varepsilon, N_0(\eta, \varepsilon)) + \mathcal{T}_4(\eta, \varepsilon),
\]
where
\[
\mathcal{S}_2(\varepsilon, N_0(\eta, \varepsilon)) = \left[ D_2(\varepsilon, N_0(\eta, \varepsilon)) + D_4(0, \varepsilon, N_0(\eta, \varepsilon)) \right] - \mathcal{D}_4(\varepsilon, -h, \varepsilon, N_0(\eta, \varepsilon)) \mathcal{H}_4^{-1}(0),
\]
(B.8)
\[
\mathcal{S}_3(\eta, \varepsilon, N_0(\eta, \varepsilon)) = \mathcal{S}_2(\varepsilon, N_0(\eta, \varepsilon)) \left( \Gamma_{34}(\eta, 0, L^0_y) - \Gamma_{34}(-h, 0, L^0_y) \right)
+ \mathcal{D}_3(-h, \varepsilon, N_0(\eta, \varepsilon)) - \mathcal{D}_3(\eta, \varepsilon, N_0(\eta, \varepsilon)),
\]
\[
\mathcal{S}_4(\eta, \varepsilon, N_0(\eta, \varepsilon)) = \mathcal{S}_2(\varepsilon, N_0(\eta, \varepsilon)) \left( D_4(\eta, 0) - D_4(-h, 0) \right)
+ \mathcal{D}_4(-h, \varepsilon, N_0(\eta, \varepsilon)) - \mathcal{D}_4(\eta, \varepsilon, N_0(\eta, \varepsilon)).
\]
\[ \mathcal{T}_2(\varepsilon) = \left[ \mathcal{L}_2(\varepsilon) + \mathcal{L}_4(0, \varepsilon) - \mathcal{L}_4(-h, \varepsilon) \right] h^{-1}_4(0), \]
\[ \mathcal{T}_3(\eta, \varepsilon) = \mathcal{T}_2(\varepsilon) \left( \Gamma_4(\theta, 0, \varepsilon) - \Gamma_4(0, \varepsilon) \right) + \mathcal{L}_3(-h, \varepsilon) - \mathcal{L}_3(\eta, \varepsilon), \]
\[ \mathcal{T}_4(\eta, \varepsilon) = \mathcal{T}_2(\varepsilon) \left( D_4(0, \varepsilon) - D_4(-h, 0) \right) + \mathcal{L}_4(-h, \varepsilon) - \mathcal{L}_4(\eta, \varepsilon). \]

**Remark B.3.** By virtue of (B.9) and Remarks 2.1, 6.1, B.1, for all \( \varepsilon \in (0, \varepsilon^*_1) \) the functions \( \mathcal{T}_3(\eta, \varepsilon) \) and \( \mathcal{T}_4(\eta, \varepsilon) \) are piecewise continuous in \( \eta \in [-h, 0] \) with the break points \( \eta = -h_j \) \( j = 1, \ldots, N \), where these functions have finite limits from the right, \( \mathcal{T}_3(-h_j + 0, \varepsilon) = \lim_{\eta \to -h_j + 0} \mathcal{T}_3(\eta, \varepsilon) \) and \( \mathcal{T}_4(-h_j + 0, \varepsilon) = \lim_{\eta \to -h_j + 0} \mathcal{T}_4(\eta, \varepsilon) \), respectively. Also, these functions are continuous from the left at the break points \( \eta = -h_j \) \( j = 1, \ldots, N - 1 \). Moreover, due to the inequalities (B.5), we immediately obtain for all \( \varepsilon \in (0, \varepsilon^*_1) \)

\[ \| \mathcal{T}_2(\varepsilon) \| \leq a \varepsilon, \quad \| \mathcal{T}_k(\eta, \varepsilon) \| \leq a \varepsilon, \quad k = 3, 4, \eta \in [-h, 0], \]

where \( a > 0 \) is some constant independent of \( \varepsilon \).

Let us denote for all \( j = 1, \ldots, N, \eta \in [-h_j, -h_{j-1}], \varepsilon \in (0, \varepsilon^*_1) \)

\[ \mathcal{T}_{k,j}(\eta, \varepsilon) = \begin{cases} \mathcal{T}_k(-h_j + 0, \varepsilon), & \eta = -h_{j-1}, \\ \mathcal{T}_k(\eta, \varepsilon), & \eta \in (-h_{j-1}, -h_j), \end{cases} \quad k = 3, 4. \]

**Remark B.4.** Due to Remarks 2.2 and B.2, the functions \( \mathcal{T}_{3,j}(\eta, \varepsilon) \) and \( \mathcal{T}_{4,j}(\eta, \varepsilon) \) \( j = 1, \ldots, N \) are differentiable with respect to \( \eta \in [-h_j, -h_{j-1}] \) for all \( \varepsilon \in (0, \varepsilon^*_1) \).

Let \( \mathcal{M}_{\vartheta, \psi} \) be the set of all triplets \( \vartheta_{\vartheta, \psi}(\eta) \) \( \triangleq \{ \vartheta_{\vartheta}(\eta), \vartheta_{\psi}(\eta) \} \), where \( \vartheta_{\vartheta}(\eta) \) and \( \vartheta_{\psi}(\eta) \) are \( n \times n \) and \( n \times m \)-matrix-valued functions, respectively, defined for \( \eta \in [-h, 0] \); \( \vartheta \) is an \( n \times m \) matrix. Moreover, the functions \( \vartheta_{\vartheta}(\eta) \) and \( \vartheta_{\psi}(\eta) \) are piecewise continuous with the break points \( \eta = -h_j \) \( j = 1, \ldots, N \), where these functions have finite limits from the right, \( \vartheta_{\vartheta}(-h_j + 0) = \lim_{\eta \to -h_j + 0} \vartheta_{\vartheta}(\eta) \) and \( \vartheta_{\psi}(-h_j + 0) = \lim_{\eta \to -h_j + 0} \vartheta_{\psi}(\eta) \), respectively. Also, these functions are continuous from the left at the break points \( \eta = -h_j \) \( j = 1, \ldots, N - 1 \). Let \( \vartheta_{\vartheta}^{-1}(\eta) = \{ \vartheta_{\vartheta}(\eta), \vartheta_{\psi}(\eta) \} \) and \( \vartheta_{\vartheta}^{-1}(\eta) = \{ \vartheta_{\vartheta}(\eta), \vartheta_{\psi}(\eta) \} \) be any two elements of \( \mathcal{M}_{\vartheta, \psi} \). Let us define the linear combination of these elements with any real coefficients \( \alpha_1 \) and \( \alpha_2 \) as follows:

\[ \alpha_1 \vartheta_{\vartheta}^{-1}(\eta) + \alpha_2 \vartheta_{\vartheta}^{-1}(\eta) = \{ \alpha_1 \vartheta_{\vartheta}(\eta) + \alpha_2 \vartheta_{\vartheta}(\eta), \alpha_1 \vartheta_{\psi}(\eta) + \alpha_2 \vartheta_{\psi}(\eta) \}. \]

This definition converts the set \( \mathcal{M}_{\vartheta, \psi} \) to a linear space. Further, for any \( \vartheta_{\vartheta, \psi}(\eta) \in \mathcal{M}_{\vartheta, \psi} \), let us define the number \( \| \vartheta_{\vartheta, \psi}(\eta) \|_{\mathcal{M}} \triangleq \sup_{\eta \in [-h, 0]} \| \vartheta_{\vartheta}(\eta) \| + \| \vartheta_{\psi}(\eta) \| + \sup_{\eta \in [-h, 0]} \| \vartheta_{\vartheta}(\eta) \| \) and this number is a norm of an element in the linear space \( \mathcal{M}_{\vartheta, \psi} \). Moreover, \( \mathcal{M}_{\vartheta, \psi} \), endowed with this norm, is a Banach space.

Let \( \varepsilon > 0 \) be a sufficiently small number. Consider the following ball in \( \mathcal{M}_{\vartheta, \psi} \):

\[ \mathcal{B}_{\mathcal{M}}(c, \varepsilon) \triangleq \{ \vartheta_{\vartheta, \psi}(\eta) \in \mathcal{M}_{\vartheta, \psi} : \| \vartheta_{\vartheta, \psi}(\eta) \|_{\mathcal{M}} \leq c \varepsilon \}, \]

where \( c > 0 \) is some constant independent of \( \varepsilon \).

For the aforementioned \( \varepsilon > 0 \), consider the following operator in the space \( \mathcal{M}_{\vartheta, \psi} \):

\[ \mathcal{G}_{\vartheta, \psi}(\vartheta_{\vartheta, \psi}(\eta)) \triangleq \mathcal{S}_1(\eta, \varepsilon, \vartheta_{\vartheta, \psi}(\eta)) + \mathcal{T}_3(\eta, \varepsilon) + \mathcal{T}_4(\eta, \varepsilon) + \mathcal{T}_5(\eta, \varepsilon), \]

where \( \mathcal{G}_{\vartheta, \psi}(\vartheta_{\vartheta, \psi}(\eta)) \in \mathcal{B}_{\mathcal{M}}(c, \varepsilon) \). Using this operator and based on Remark B.3, one can show (similarly to the proof of Lemma 4.1 in Appendix A) the existence of a positive number \( \varepsilon^*_2 (\varepsilon^*_2 \leq \varepsilon^*_1) \) such that for any \( \varepsilon \in (0, \varepsilon^*_2) \) the system (B.7) (and therefore the equivalent one (B.3)) has the unique solution \( \mathcal{N}_0(\eta, \varepsilon) = \{ \vartheta_{\vartheta}(\eta, \varepsilon), \vartheta_{\psi}(\eta, \varepsilon) \} \) in the ball \( \mathcal{B}_{\mathcal{M}}(b, a, \varepsilon) \), where \( a > 0 \) is the constant appearing in the inequalities (B.10). Thus, due to (B.1)–(B.2), we have proven the existence of a solution \( \mathcal{N}(\eta, \varepsilon) = \{ Q_{\vartheta}(\eta, \varepsilon), P_{\vartheta}(\eta, \varepsilon), Q_{\psi}(\eta, \varepsilon) \} \)

\[ \triangleq \begin{cases} Q_{\vartheta}(\eta, \varepsilon), & j \leq k \leq \eta, \\ P_{\vartheta}(\eta, \varepsilon), \quad & \eta \leq j \leq k, \end{cases} \]
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to the system (6.1), (6.4) for all \( \varepsilon \in (0, \varepsilon^* \_2] \), and the validity of the inequalities (6.12)–(6.13) for these values of \( \varepsilon \) and \( \varepsilon^* \_2 = 6a \).

Now, let us show the differentiability of the functions \( Q_{v,j}(\eta, \varepsilon), Q_{y,j}(\eta, \varepsilon) \) with respect to \( \eta \in [-h_j, -h_{j-1}] \) for all \( j \in \{1, \ldots, N\} \), \( \varepsilon \in (0, \varepsilon^* \_2] \).

Let us denote for all \( j = 1, \ldots, N, \eta \in [-h_j, -h_{j-1}], \varepsilon \in (0, \varepsilon^* \_2] \),

\[
\begin{align*}
\partial_{v,j}(\eta, \varepsilon) &= \left\{ \begin{array}{ll}
\partial_v(-h_j + 0, \varepsilon), & \eta = -h_j, \\
\partial_v(\eta, \varepsilon), & \eta \in (-h_j, -h_{j-1}], \\
\partial_y(-h_j + 0, \varepsilon), & \eta = -h_j, \\
\partial_y, k(\eta, \varepsilon), & \eta \in (-h_j, -h_{j-1}],
\end{array} \right.
\end{align*}
\]

(A.12)

**Remark B.5.** Due to Remarks 2.2, B.2, and B.4, as well as (5.8)–(5.11), the expressions for \( D_2(\varepsilon, \mathcal{N}_2(\eta, \varepsilon)), D_3(\eta, \varepsilon, \mathcal{N}_2(\eta, \varepsilon)), D_4(\eta, \varepsilon, \mathcal{N}_2(\eta, \varepsilon)) \) in (B.4), and the equations (B.8), the functions \( \partial_{v,j}(\eta, \varepsilon) \) and \( \partial_{y,j}(\eta, \varepsilon) (j = 1, \ldots, N) \) are differentiable with respect to \( \eta \in [-h_j, -h_{j-1}] \) for all \( \varepsilon \in (0, \varepsilon^* \_2] \).

This observation and (B.1) imply immediately the differentiability of the functions \( Q_{v,j}(\eta, \varepsilon), Q_{y,j}(\eta, \varepsilon) (j = 1, \ldots, N) \). Thus, the lemma is proven.

**Appendix C. Proof of Lemma 7.1.** First, let us transform the DS (7.8), (7.5)–(7.6) by introducing, for any \( \varepsilon \in (0, \varepsilon^* \_2] \), the new state

\[
z(t, \eta) \triangleq w_y(t + \varepsilon \eta), \quad (t, \eta) \in \hat{\Omega}_\varepsilon.
\]

Remember that \( \varepsilon^* \_2 \) was introduced in Lemma 6.2 and then was used in Theorem 6.3.

The new state variable \( z(t, \eta) \) satisfies the following differential equation and boundary condition:

\[
\varepsilon \frac{\partial z(t, \eta)}{\partial t} - \frac{\partial z(t, \eta)}{\partial \eta} = 0, \quad (t, \eta) \in \hat{\Omega}_\varepsilon,
\]

(C.2)

\[
z(t, 0) = w_y(t), \quad t \geq \varepsilon h.
\]

(C.3)

Using (C.2), we can rewrite (7.5)–(7.6) and the condition (6.16) in the form

\[
\varepsilon \frac{\partial w_y(t, \eta)}{\partial t} - \frac{\partial w_y(t, \eta)}{\partial \eta} = -\varepsilon L_v(\eta, \varepsilon) \left[ \Psi_{12,1}(\varepsilon, L_y(\varepsilon)) w_v(t, -h) + A_{20}(\varepsilon) w_y(t) + A_{21}(\varepsilon) z(t, -h) \right], \quad (t, \eta) \in \hat{\Omega}_\varepsilon,
\]

(C.4)

\[
\frac{\varepsilon P_y(t)}{dt} = \left[ \Psi_{34,1}(\varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon) \Psi_{12,1}(\varepsilon, L_y(\varepsilon)) \right] w_v(t, -h) + \left( A_{40}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{20}(\varepsilon) \right) w_y(t) + \left( A_{41}(\varepsilon) - \varepsilon L_y(\varepsilon) A_{21}(\varepsilon) \right) z(t, -h),
\]

(t \geq \varepsilon h)

(C.5)

\[
w_v(t, 0) = \left( I_n - L_v(0, \varepsilon) \right) w_x(t) + \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \left\{ \int_{-h}^{0} Q_v(\eta, \varepsilon) w_v(t, \eta) d\eta \right\} + P_y(\varepsilon) w_y(t) + \int_{-h}^{0} Q_y(\eta, \varepsilon) z(t, \eta) d\eta,
\]

(C.6)

\[ t \geq \varepsilon h.\]
Remark C.1. The new differential system (7.8), (C.2), (C.4)–(C.5) subject to the conditions (C.3) and (C.6) is equivalent to the DS (7.8), (7.5)–(7.6), (6.16). Therefore, the spectrum of the latter equals the spectrum of the former.

We proceed to deriving the equation for the spectrum of the system (7.8), (C.2)–(C.6). Let $\Phi_{xyvz}$ be the set of all subsets $\phi_{xyvz}(\eta) \triangleq \{\phi_x, \phi_y, \phi_v(\eta), \phi_z(\eta)\}$, consisting of four elements, where $\phi_x \in C^n$, $\phi_y \in C^m$, $\phi_v(\eta) \in L^2[-h, 0; C^n]$, $\phi_z(\eta) \in L^2[-h, 0; C^m]$. Let $\phi_{xyvz}(\eta) = \{\phi^k_x, \phi^k_y, \phi^k_v(\eta), \phi^k_z(\eta)\}$ $(k = 1, 2)$ be any two elements of $\Phi_{xyvz}$. Let us define the linear combination of these elements with any complex coefficients $\alpha_1$ and $\alpha_2$ as follows: $\alpha_1\phi^1_{xyvz}(\eta) + \alpha_2\phi^2_{xyvz}(\eta) = \{\alpha_1\phi^1_x + \alpha_2\phi^2_x, \alpha_1\phi^1_y + \alpha_2\phi^2_y, \alpha_1\phi^1_v(\eta) + \alpha_2\phi^2_v(\eta), \alpha_1\phi^1_z(\eta) + \alpha_2\phi^2_z(\eta)\}$. This definition converts the set $\Phi_{xyvz}$ to a linear space. Further, for any $\phi^1_{xyvz}(\eta) \in \Phi_{xyvz}$ and $\phi^2_{xyvz}(\eta) \in \Phi_{xyvz}$, let us define the number

$$
\langle \phi^1_{xyvz}(\eta), \phi^2_{xyvz}(\eta) \rangle \triangleq \sum_{j=1}^{4} (\phi^1_x)^* (\phi^2_x) + \sum_{j=1}^{4} (\phi^1_y)^* (\phi^2_y)
$$

\begin{equation}
\begin{aligned}
+ \left\langle \phi^1_v(\eta), \phi^2_v(\eta) \right\rangle_{L^2[-h, 0; C^n]} + \left\langle \phi^1_z(\eta), \phi^2_z(\eta) \right\rangle_{L^2[-h, 0; C^m]}. \\
\end{aligned}
\end{equation}

(C.7)

One can verify immediately that this number is an inner product in the linear space $\Phi_{xyvz}$. Moreover, this space, endowed with the inner product (C.7) and the norm induced by (C.7), is a Hilbert space. In the Hilbert space $\Phi_{xyvz}$, we consider the linear subspace $\Phi_{xyvz}(\varepsilon)$, each element $\phi_{xyvz}(\eta) = \{\phi_x, \phi_y, \phi_v(\eta), \phi_z(\eta)\}$ of which satisfies the following conditions:

$$
\phi_v(\eta) \in W^{1,2}[-h, 0; C^n], \quad \phi_z(\eta) \in W^{1,2}[-h, 0; C^m], \quad \phi_z(0) = \phi_y,
$$

$$
\phi_v(0) = \left( I_n - L_v(0, \varepsilon) \right) \phi_x + \varepsilon \left( I_n - L_v(0, \varepsilon) \right) \int_{-h}^{0} Q_v(\eta, \varepsilon) \phi_v(\eta) d\eta + P_y(\varepsilon) \phi_y + \int_{-h}^{0} Q_y(\eta, \varepsilon) \phi_z(\eta) d\eta \right). \\
$$

(C.8)

For any $\varepsilon \in (0, \varepsilon^2]$, the subspace $\Phi_{xyvz}(\varepsilon)$ is dense in the Hilbert space $\Phi_{xyvz}$. Let us consider the following linear operator mapping $\Phi_{xyvz}(\varepsilon)$ into $\Phi_{xyvz}$:

$$
g_{xyvz}(\eta) = A\phi_{xyvz}(\eta),
$$

where $g_{xyvz}(\eta) = \{g_x, g_y, g_v(\eta), g_z(\eta)\}$ and

$$
g_x = \left[ \Psi_{12,0}(\varepsilon, L_y(\varepsilon)) + \Psi_{12,1}(\varepsilon, L_y(\varepsilon)) L_v(-h, \varepsilon) \right] \phi_x,
$$

$$
g_y = (1/\varepsilon) \left[ \Psi_{34,1}(\varepsilon, L_y(\varepsilon)) - \varepsilon L_y(\varepsilon) \Psi_{12,1}(\varepsilon, L_y(\varepsilon)) \right] \phi_v(-h),
$$

$$
g_v(\eta) = \int_{-h}^{0} d\phi_v(\eta)/d\eta - L_v(\eta, \varepsilon) \left[ \Psi_{12,1}(\varepsilon, L_y(\varepsilon)) \phi_v(-h) + A_{21}(\varepsilon) \phi_z(-h) \right],
$$

$$
g_z(\eta) = \int_{-h}^{0} d\phi_z(\eta)/d\eta.
$$
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Remark C.2. Comparing the system of equations (7.8), (C.2)–(C.6) with the definition of the operator \( A_{\varepsilon} : \tilde{\Phi}_{xyz} (\varepsilon) \to \Phi_{xyz} \) (see (C.9)–(C.10)), one can conclude that the set of eigenvalues of the latter coincides with the spectrum of the former for any \( \varepsilon \in (0, \varepsilon_{2}^{*}] \).

Let, for any fixed \( \varepsilon \in (0, \varepsilon_{2}^{*}] \), \( \lambda \) be an eigenvalue of \( A_{\varepsilon} \) and \( \psi_{xyz} (\eta) = \{ \psi_{x}, \psi_{y}, \psi_{z} (\eta), \psi_{z} (\eta) \} \in \tilde{\Phi}_{xyz} (\varepsilon) \) be an eigenfunction corresponding to \( \lambda \). Then, \( \lambda \) and \( \psi_{xyz} (\eta) \) satisfy the following equations:

\[
\left[ \Psi_{12,0} (\varepsilon, L_{y}(\varepsilon)) + \Psi_{12,1} (\varepsilon, L_{y}(\varepsilon)) \right] L_{v} (-h, \varepsilon) \\
- Q_{v} (0, \varepsilon) \left( I_{n} - L_{v} (0, \varepsilon) \right) \psi_{x} = \lambda \psi_{x},
\]

(C.11)

\[
\left[ \Psi_{34,1} (\varepsilon, L_{y}(\varepsilon)) - \varepsilon L_{y}(\varepsilon) \Psi_{12,1} (\varepsilon, L_{y}(\varepsilon)) \right] \psi_{v} (-h) \\
+ \left( A_{40} (\varepsilon) - \varepsilon L_{y}(\varepsilon) A_{20} (\varepsilon) \right) \psi_{y} \\
+ \left( A_{41} (\varepsilon) - \varepsilon L_{y}(\varepsilon) A_{21} (\varepsilon) \right) \psi_{z} (-h) = \varepsilon \lambda \psi_{y},
\]

(C.12)

\[
d \psi_{v} (\eta) / d \eta - \varepsilon L_{v} (\eta, \varepsilon) \left[ \Psi_{12,1} (\varepsilon, L_{y}(\varepsilon)) \right] \psi_{v} (-h) \\
+ A_{20} (\varepsilon) \psi_{y} + A_{21} (\varepsilon) \psi_{z} (-h) = \varepsilon \lambda \psi_{v} (\eta), \quad \eta \in [-h, 0],
\]

(C.13)

\[
d \psi_{z} (\eta) / d \eta = \varepsilon \lambda \psi_{z} (\eta), \quad \eta \in [-h, 0], \quad \psi_{z} (0) = \psi_{y},
\]

(C.14)

\[
\psi_{v} (0) = \left( I_{n} - L_{v} (0, \varepsilon) \right) \psi_{x} + \varepsilon \left( I_{n} - L_{v} (0, \varepsilon) \right) \left\{ \int_{-h}^{0} Q_{v} (\eta, \varepsilon) \psi_{v} (\eta) d \eta \\
+ P_{y} (\varepsilon) \psi_{y} + \int_{-h}^{0} Q_{y} (\eta, \varepsilon) \psi_{z} (\eta) d \eta \right\}.
\]

(C.15)

Equation (C.11) can be rewritten in the form of a linear homogeneous algebraic equation with respect to \( \psi_{x} \),

\[
\Lambda_{11} (\varepsilon, \lambda) \psi_{x} = 0,
\]

(C.16)

where \( \Lambda_{11} (\varepsilon, \lambda) \) is given by (7.9).

Solving (C.13) and the terminal-value problem (C.14) yields

\[
\psi_{v} (\eta) = \exp (\varepsilon \lambda \eta) \psi_{v} (0) + M_{v} (\eta, \varepsilon, \lambda) \left[ \Psi_{12,1} (\varepsilon, L_{y}(\varepsilon)) \right] \psi_{v} (-h) \\
+ A_{20} (\varepsilon) \psi_{y} + A_{21} (\varepsilon) \psi_{z} (-h), \quad \eta \in [-h, 0],
\]

(C.17)

\[
\psi_{z} (\eta) = \exp (\varepsilon \lambda \eta) \psi_{y}, \quad \eta \in [-h, 0],
\]

(C.18)

where \( M_{v} (\eta, \varepsilon, \lambda) \) is introduced by (7.13).

By substituting (C.18) into (C.12), one obtains the linear homogeneous algebraic equation with respect to \( \psi_{y} \) and \( \psi_{v} (-h) \),

\[
\Lambda_{22} (\varepsilon, \lambda) \psi_{y} + \Lambda_{23} (\varepsilon) \psi_{v} (-h) = 0,
\]

(C.19)
where $\Lambda_{22}(\epsilon, \lambda)$ and $\Lambda_{23}(\epsilon, \lambda)$ are given in (7.10).

Let us set $\eta = -h$ in (C.17) and substitute (C.18) into the resulting equation. Thus, we obtain the linear homogeneous algebraic equation with respect to $\psi_y$, $\psi_v(-h)$, and $\psi_v(0)$,

$$\Lambda_{32}(\epsilon, \lambda)\psi_y + \Lambda_{33}(\epsilon, \lambda)\psi_v(-h) + \Lambda_{34}(\epsilon, \lambda)\psi_v(0) = 0,$$

where $\Lambda_{32}(\epsilon, \lambda)$, $\Lambda_{33}(\epsilon, \lambda)$, and $\Lambda_{34}(\epsilon, \lambda)$ are given in (7.11).

Finally, by substituting (C.17) into (C.15), one obtains one more linear homogeneous algebraic equation with respect to $\psi_x$, $\psi_y$, $\psi_v(-h)$, and $\psi_v(0)$:

$$\Lambda_{41}(\epsilon)\psi_x + \Lambda_{42}(\epsilon, \lambda)\psi_y + \Lambda_{43}(\epsilon, \lambda)\psi_v(-h) + \Lambda_{44}(\epsilon, \lambda)\psi_v(0) = 0,$$

where $\Lambda_{41}(\epsilon)$, $\Lambda_{42}(\epsilon, \lambda)$, $\Lambda_{43}(\epsilon, \lambda)$, and $\Lambda_{44}(\epsilon, \lambda)$ are given in (7.12).

Thus, we have constructed the set of four vector linear homogeneous algebraic equations (C.16), (C.19), (C.20), (C.21) with respect to $\psi_x$, $\psi_y$, $\psi_v(-h)$, and $\psi_v(0)$. This set consists of $3n + m$ scalar equations with respect to $3n + m$ scalar unknowns. Moreover, the set of equations (C.16), (C.19), (C.20), (C.21), (C.17)–(C.18), with respect to $\psi_x$, $\psi_y$, $\psi_v(\eta)$, $\psi_v(\eta)$, and $\lambda$, is equivalent to the set (C.11)–(C.15). Hence, the complex number $\lambda$ is an eigenvalue of the operator $A_\varepsilon$ if and only if the determinant of the set (C.16), (C.19), (C.20), (C.21) equals zero, i.e., if and only if $\lambda$ is a root of the equation

$$\Delta(\varepsilon, \lambda) \triangleq \det \begin{bmatrix} \Lambda_{11}(\varepsilon, \lambda) & 0_{n \times m} & 0_{m \times n} & 0_{n \times n} \\ 0_{m \times n} & \Lambda_{22}(\varepsilon, \lambda) & \Lambda_{23}(\varepsilon) & 0_{m \times n} \\ 0_{n \times n} & \Lambda_{32}(\varepsilon, \lambda) & \Lambda_{33}(\varepsilon, \lambda) & \Lambda_{34}(\varepsilon, \lambda) \\ \Lambda_{41}(\varepsilon) & \Lambda_{42}(\varepsilon, \lambda) & \Lambda_{43}(\varepsilon, \lambda) & \Lambda_{44}(\varepsilon, \lambda) \end{bmatrix} = 0.$$

Since $\Delta(\varepsilon, \lambda) = \Delta_\varepsilon(\varepsilon, \lambda)\Delta_f(\varepsilon, \lambda)$, then (C.22) is equivalent to the system (7.14)–(7.15). This observation, along with Remarks C.1 and C.2, directly yields the statement of the lemma.
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