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Abstract—In this paper, we propose a state-dependent switching controller for multiple-input multiple-output (MIMO) bilinear systems with constant delays in both the state and the input. The control input is assumed to be restricted to take only a finite number of values. The stability analysis of the closed loop is based on a Lyapunov–Krasovskii functional, and the design is reduced to solve a system of linear matrix inequalities. The controller can be designed by considering (state) delay-dependent or delay-independent conditions.

Index Terms—Bilinear systems, switched control, time-delay systems.

I. INTRODUCTION

In control systems engineering, bilinear systems arise as models of real phenomena from many and diverse areas, e.g., biology, chemistry, physics, social sciences, and engineering [1], [2]. They can also be used to approximate a wide range of more complex nonlinear systems [3], [4]. On the other hand, time delay is in general an unavoidable phenomenon in control engineering [5]–[7]. It can appear as an inherent feature of the model, or simply due to the lags in sensor or actuator signals. Hence, bilinear delayed systems are worthy of more study to develop general schemes for analysis and control design.

In this paper, we design a controller for MIMO bilinear systems with constant delays in both the state and the input. We consider control inputs restricted to take only a finite number of values. This situation arises in several control applications, in particular when on–off actuators are present, e.g., in power electronics [8] and in several pneumatic systems [9]. With this restriction in the control, bilinear systems can also be studied as switched (or piece-wise) affine systems controlled by the switching signal.

It is important to mention that the existing control techniques in related works cannot be applied for the class of systems considered in this paper, e.g., in [10]–[14], bilinear and switched affine systems are studied, but the delayed case is not considered in those papers; the systems studied in [15]–[17] are switched and have delay in the input, however, they are linear and the controller is a linear state-feedback; in [18] all the subsystems of the switched system must have a common equilibrium point at the origin and the switching laws are not state-feedback; switched affine delayed systems are studied in [19]–[21], however, the systems are assumed to be piecewise linear in a neighborhood of the origin, and no general switching-control schemes are designed.

In [22] and [23], a bilinear differential equation with delays was proposed as a simplified nonlinear model for separated flow control. For a particular case of such a model, a sliding-mode controller was proposed in [24]. That controller achieved good performance in different experimental settings. Unfortunately, such a kind of controller was designed only for SISO systems (see also [25]), and its generalization to the MIMO case is not straightforward.

The controller presented in this paper is based on a Lyapunov–Krasovskii functional, and its design reduces to solve a system of linear matrix inequalities (LMIs). A particular case of this controller was introduced in [26], but compared with that paper, the following improvements are made in the present one: 1) the design considers now (state) delay-dependent stability conditions, this allows us to enlarge the class of systems that can be controlled; 2) in any case, we consider an arbitrary number of delays in the state for both, the linear and the bilinear terms.

Paper organization: In Section II, we describe briefly the control problem. The controller design is explained in Section III. Some simulation examples are shown in Section IV. Concluding remarks and future work are stated in Section V.

Notation: R and Z denote the set of real and integer numbers, respectively. For any \( a \in \mathbb{R}, \mathbb{R}_a \) denote the set \( \{ x \in \mathbb{R} : x \geq a \} \). For a matrix \( A \in \mathbb{R}^{n \times n} \), we mean by \( A > 0 (A < 0) \) that \( A \) is positive definite (negative definite). For a finite set \( X \subseteq \mathbb{Z}_+ \) and a function \( f : X \rightarrow \mathbb{R} \), \( \arg\min_{x \in X} (f(x)) := \{ y \in X : f(y) \geq f(x) \ \forall x \in X \} \).

II. PROBLEM STATEMENT

Consider the following bilinear time-delay system:

\[
\dot{x}(t) = A_0x(t) + \sum_{k=1}^{N_1} A_k(x(t - \tau_k) + Bu(t - \varsigma)) + \sum_{s=1}^{N_2} A_s(u(t - \varsigma)x(t - \bar{\tau}_s))
\]

where \( A_s(u(t - \varsigma)) = \sum_{r=1}^{n_1} A_{s,r}u_r(t - \varsigma) \), \( x(t) \in \mathbb{R}^n \) is the instantaneous state, \( u(t) \in \mathbb{R}^m \) is the control input, \( A_0, A_k, A_s, r \in \mathbb{R}^{n \times n} \), and \( A_s(u(t - \varsigma)) \) is the system of linear matrix inequalities (LMIs).
$k = 1, \ldots, N_1, s = 1, \ldots, N_2, r = 1, \ldots, m$, are constant matrices for some finite $N_1, N_2 \subseteq \mathbb{Z}_{\geq 0}$, and $\tau_r, \tau_s, \tau_t \in \mathbb{R}_{\geq 0}$ are constant delays. We consider the output of (1) as the whole instantaneous state $x(t)$, which is accessible for all $t \in \mathbb{R}_{t_0}$. We assume the following for (1).

Assumption 1: For any $k$ and any $s$, the delays $\tau_r, \tau_s$, and $\tau_t$ are known and satisfy $0 < \tau_r, \tau_s, \tau_t$.

The problem we want to solve is stated as follows.

1) to design a controller $u$ to track asymptotically a desired constant reference $x^* \in \mathbb{R}^n$, taking into account that each control component $u_0 : \mathbb{R} \to \mathbb{R}$ can only take a finite number of values.

Observe that, under the restriction on the controller, we can only have $N$ different values of the input vector $u$, for some $N \in \mathbb{Z}_{\geq 0}$. If we give a certain order to such $N$ vectors, then only the control input is bounded, the set of admissible references $x^*$ is also bounded in the general case.

Remark 1 (On the existence of solutions): Consider (1) with the initial conditions

$$x(t) = \phi(t), \quad t \in [t_0 - h, t_0]$$

(2)

where $h = \max(\tau_1, \ldots, \tau_N, \tau_t, \tau_s, \tau_{s,t})$. A function $x : \mathbb{R}_{\geq t_0-h} \to \mathbb{R}^n$, that is locally absolutely continuous on $t \in [t_0, \infty)$, is called a solution of problem (1), if it satisfies (1) for almost all $t \in [t_0, \infty)$, and (2) for all $t \leq t_0$, see, e.g., [27, 28, 29, Definition B.1]. If $u : [t_0 - \varsigma, \infty) \to \mathbb{R}^m$, is a Lebesgue-measurable function, and locally essentially bounded, then (1) satisfies the Carathéodory conditions.[27, p. 58], [28, p. 100]. Hence, for any continuous function $\hat{\phi} : [t_0 - h, t_0) \to \mathbb{R}^n$, there exists a unique solution of the problem (1), (2), see, e.g., [28, p. 89]), i.e., by solving the problem (1), (2) in the intervals $[t_0, t_0 + \varsigma), [t_0 + \varsigma, t_0 + 2\varsigma)$, and so on. Since $u$ is considered as a Lebesgue-measurable function, the integrals in this paper are understood in the sense of Lebesgue.

A. Reformulation of the Problem and the Admissible References

To solve the problem established in the previous section, we first state some basic preliminary considerations.

For $j = 1, \ldots, N$ and $s = 1, \ldots, N_2$, define the vectors $B_j = B u_j$ and the matrices $A_{s,j} = \sum_{j=1}^m A_s u_j$. Hence, we can consider (1) as an affine switched system given by

$$\dot{x}(t) = A_0 x(t) + \sum_{k=1}^{N_1} A_k x(t - \tau_k)$$

$$+ \sum_{s=1}^{N_2} A_{s,t}(t - \tau_t) x(t - \tau_t) + B_0 (t - \tau_t)$$

(3)

where $\sigma : \mathbb{R} \to \{1, \ldots, N\}$ is the switching signal. As stated in Section II, the control objective is to track asymptotically a constant reference $x^* \in \mathbb{R}^n$. Define the tracking error $z$ by means of the change of coordinates $z(t) = x(t) - x^*$. Hence, the tracking error dynamics is given by

$$\dot{z}(t) = A_0 z(t) + \sum_{k=1}^{N_1} A_k z(t - \tau_k)$$

$$+ \sum_{s=1}^{N_2} A_{s,t}(t - \tau_t) z(t - \tau_t) + C(t)$$

(4)

where $C(t) := (A_0 + \sum_{k=1}^{N_1} A_k + \sum_{s=1}^{N_2} A_{s,t}(t - \tau_t)) x^* + B_0 (t - \tau_t)$.

Thus, we have changed the original problem of designing the controller $u$ to the problem of designing the switching rule for $\sigma$ to drive the trajectories of (3) to the reference $x^*$, or equivalently, to drive the trajectories of (4) to zero.

The following lemma gives a necessary condition for the selection of a reference point $x^*$.

Lemma 1: Consider (4) and define the following:

$$\Gamma = \left\{ \gamma \in \mathbb{R}^N : 0 \leq \gamma_i \leq 1, \sum_{j=1}^N \gamma_j = 1 \right\}$$

$$A_\sigma(\gamma) = \sum_{s=1}^{N_2} \gamma_s A_{s,t}, \quad B(\gamma) = \sum_{j=1}^N \gamma_j B_j.$$ 

If for a given signal $\sigma : \mathbb{R} \to \{1, \ldots, N\}$ and a constant $x^* \in \mathbb{R}$, $\bar{z}$ is a solution of (4) such that $\bar{z}(t) \to 0$ as $t \to \infty$, then there exists $\gamma \in \Gamma$ such that

$$\left( A_0 + \sum_{k=1}^{N_1} A_k + \sum_{s=1}^{N_2} A_\sigma(\gamma) \right) x^* + B(\gamma) = 0.$$ 

(5)

Proof: For $t > t_0$ and any $T \in \mathbb{R}_{0^+}$, we have from (4) that

$$\bar{z}(t + T) - \bar{z}(t) = \int_t^{t+T} A_0 \bar{z}(\nu) + \sum_{k=1}^{N_1} A_k \bar{z}(\nu - \tau_k)$$

$$+ \sum_{s=1}^{N_2} A_{s,t}(\nu - \tau_t) \nu + \int_{t}^{t+T} C(\nu) d\nu.$$ 

According to the hypothesis of the lemma, for any finite $T \in \mathbb{R}_{0^+}$, 

$$\lim_{t \to \infty} \left( \int_t^{t+T} C(\nu) d\nu \right) = 0$$

therefore, it is necessary that $\lim_{t \to \infty} \int_t^{t+T} C(\nu) d\nu = 0$ for any finite $T \in \mathbb{R}_{0^+}$. Note that, according to the definition of $A_{s,t}(\tau_t)$ and $B_{\sigma}(\tau_t)$, we have that

$$\lim_{t \to \infty} \int_t^{t+T} C(\nu) d\nu = \lim_{t \to \infty} \sum_{j=1}^{N_2} \left[ \left( A_0 + \sum_{k=1}^{N_1} A_k \right) \bar{z}(\nu - \tau_k) \right]$$

$$+ \sum_{s=1}^{N_2} \sum_{j=1}^{m} A_{s,t}(\nu - \tau_t) x^* + B_u$$

(6)

where $\delta_j(t, T)$ is the measure of the set $\{ \tau \in [t, t+T] : u(\tau - \varsigma) = u^\varsigma \}$. Observe that for any $t \in \mathbb{R}_{t_0}^{+\infty}$, $\sum_{j=1}^{N_2} \delta_j(t, T) = T$, thus,

$$0 = \lim_{t \to \infty} \int_t^{t+T} C(\nu) d\nu = \sum_{j=1}^{N_2} \gamma_j \left[ \left( A_0 + \sum_{k=1}^{N_1} A_k \right) \bar{z}(\nu - \tau_k) \right]$$

$$+ \sum_{s=1}^{N_2} \sum_{j=1}^{m} A_{s,t}(\nu - \tau_t) x^* + B_u$$

(7)

where $\gamma_j = T^{-1} \lim_{t \to \infty} \delta_j(t, T)$. Observe that $\sum_{j=1}^{N_2} \gamma_j = 1$. The result of the lemma is obtained by noticing that

For (1), the conditions (on the initial function) that guarantee existence and uniqueness of solutions can be relaxed, i.e., $\phi$ can be assumed to be a Borel-measurable bounded function [29, Th. B.1].
\[
\sum_{j=1}^{N_1} \gamma_j [\left( A_0 + \sum_{k=1}^{N_1} A_k + \sum_{r=1}^{N_2} \sum_{s=1}^{m_r} A_{s,r} u_s^r \right)x^r + Bu] = \\
\left( A_0 + \sum_{k=1}^{N_1} A_k + \sum_{r=1}^{N_2} \sum_{s=1}^{m_r} A_{s,r}^\top \right)x^r + \bar{B}(\gamma).
\]

III. CONTROLLER DESIGN

In this section, we design two switching laws for \( \sigma \) to solve the problem established in the previous section. With the aim of showing the ideas in a clear way, we begin by stating the results for the particular case of (3) with \( N_1 = 0 \) and \( N_2 = 1 \), i.e., for the system

\[
\dot{x}(t) = A_0 x(t) + A_{\sigma(t-)} x(t - \tau) + B_{\sigma(t-)}.
\]

The results given in Section III-A are extended, in Section III-B, for the case of arbitrary \( N_1, N_2 \).

A. One Delay in the State

In the following theorem, we give a switching law \( \sigma \) that drives the trajectories of (6) to a given reference \( x^r \). Such a switching law is based on a Lyapunov–Krasovskii functional that provides delay-dependent stability conditions (regarding the delay in the state). As a particular case, delay-independent stability conditions are obtained.

\textit{Theorem 1 (Delay-dependent conditions):} Consider (6) with \( \tau > \varsigma > 0 \), and a given \( x^r \in \mathbb{R}^n \). If there exist matrices \( P_1, P_2, P_3, S, R \in \mathbb{R}^{n \times n} \), and a vector \( \gamma \in \mathbb{R} \), such that \( P_1, P_3, S, R \) are symmetric, \((A_0 + \bar{A}(\gamma))x^r + \bar{B}(\gamma) = 0\)

\[
S, R > 0, \quad \begin{bmatrix} P_1 & P_2 \\ P_2^\top & P_3 + \tau^{-1}S \end{bmatrix} > 0, \quad \bar{M}(\gamma) < 0 \tag{7}
\]

where \( \bar{A}(\gamma) = \sum_{j=1}^{N_1} \gamma_j A_j \),

\[
\bar{M}(\gamma) := \begin{bmatrix} \Phi & P_1 \bar{A}(\gamma) - P_2 & \tau(A_0^\top P_2 + P_3) \\ * & -S & \tau(\bar{A}(\gamma)^\top P_2 - P_3) \\ * & * & -\tau R \end{bmatrix}
\]

and \( \Phi := A_0^\top P_1 + P_2^\top A_0 + S + \tau R + P_2 + P_3 \). Then, (6) in closed loop with the switching controller

\[
\sigma(t) \in \arg \min_{\varsigma \in \{1, \ldots, N\}} \left( (w(t) - x^r)^\top P_1 + (w(t) - x^r)^\top P_2^\top \right)
\]

\[
\times [A_0 x(t - \tau + \varsigma) + B_0]
\]

\[
w(t) = \int_0^t e^{-A_0 \varsigma} [A_{\sigma(t+\varsigma)} x(t - \tau + \varsigma + \eta) + B_{\sigma(t+\varsigma)}] \, d\eta
\]

\[
+ e^{A_0 \varsigma} x(t)
\]

\[
\bar{w}(t) = \int_{t-\tau}^t x(\nu) \, d\nu + \int_{t-\tau}^t \bar{w}(\nu) \, d\nu
\]

is such that \( x(t) \to x^r \) as \( t \to \infty \).

The proof of Theorem 1 is given below, but first, let us enunciate some important remarks.

\textit{Remark 2:} Observe that, for any \( t \in \mathbb{R}_{>0} \), the switching signal \( \sigma(t) \) depends on \( x(t) \), \( \theta \in [t - \tau, t] \), and the switching signal \( \sigma(t - \varsigma) \) depends on \( x(\theta) \), \( \theta \in [t - \tau - \varsigma, t - \varsigma] \). Therefore, the condition \( \varsigma > 0 \) allows us to guarantee the existence of solutions of the closed loop (6), (10) as stated in Remark 1. Thus, no generalized-solution concepts are required.

From Theorem 1, we recover in the following corollary the controller designed in [26].

\textit{Corollary 1 (Delay-independent conditions):} Consider (6) with \( \tau > \varsigma > 0 \), and a given \( x^r \in \mathbb{R}^n \). If there exist \( \gamma \in \mathbb{R} \) and symmetric matrices \( P_1, S \in \mathbb{R}^{n \times n} \) such that

\[
(A_0 + \bar{A}(\gamma))x^r + \bar{B}(\gamma) = 0
\]

\[
P_1, S > 0, \quad \bar{M}(\gamma) := \begin{bmatrix} P_1 A_0 + A_0^\top P_1 + S \, P_1 \bar{A}(\gamma) \\ \bar{A}(\gamma)^\top P_1 \end{bmatrix} < 0 \tag{9}
\]

then (6) in closed loop with the switching controller

\[
\sigma(t) \in \arg \min_{\varsigma \in \{1, \ldots, N\}} ((w(t) - x^r)^\top P_1 [A_0 x(t - \tau + \varsigma) + B_0])
\]

\[
w(t) = \int_0^t e^{-A_0 \varsigma} [A_{\sigma(t+\varsigma)} x(t - \tau + \varsigma + \eta) + B_{\sigma(t+\varsigma)}] \, d\eta
\]

\[
+ e^{A_0 \varsigma} x(t)
\]

is such that \( x(t) \to x^r \) as \( t \to \infty \).

\textit{Remark 3:} Observe that to accomplish the last LMI in (9), \( A_0 \) must be Hurwitz. Such a restriction is eliminated by the more general controller (8), which considers delay-dependent stability conditions. However, for the cases where both controllers are feasible, (10) has the advantage to be simpler than (8).

\textit{Remark 4 (Two computational issues):} Let us discuss briefly two details in the computation of the controller given in Theorem 1.

1) In applications, the controller implementation is normally made through digital computers, thus, the control signals are assumed constant between the sampling periods (piecewise continuous), and the data acquisition process usually transforms the physical measurements into piecewise continuous signals. For such a kind of signals, the Lebesgue and the Riemann integrals coincide. Under this consideration, the integral in the controller of Theorem 1 can be implemented as a Riemann integral.

2) For the computation of the predictors in the control law, there exist in the literature several numerically stable methods to implement such predictors, see, e.g., [30], [31], and the references therein.

\textit{Proof of Theorem 1:} Consider again the change of variables \( z(t) = x(t) - x^r \). The dynamics in variable \( z \) is given by

\[
\dot{z}(t) = A_0 z(t) + A_{\sigma(t-)} z(t - \tau) + C(t)
\]

\[
C(t) := (A_0 + A_{\sigma(t-)} - x^r + B_{\sigma(t-)} - C(t)
\]

(11)

where \( C(t) := (A_0 + A_{\sigma(t-)} - x^r + B_{\sigma(t-)} - C(t)

(12)
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(for almost all $t \in \mathbb{R}_{\geq t_0}$)
\begin{equation}
\dot{V}(z(t)) = 2 \begin{bmatrix} z(t) \\ \dot{z}(t) \end{bmatrix}^T \begin{bmatrix} P_1 & P_2 \\ * & P_1 \end{bmatrix} \begin{bmatrix} z(t) \\ \dot{z}(t) \end{bmatrix} + \tau z^T(t) R z(t) + z^T(t) S z(t) - z^T(t - \tau) \times S z(t - \tau) - \int_{t - \tau}^t \dot{z}^T(\nu) R z(\nu) d\nu.
\end{equation}

By using the Jensen’s inequality in the last term of (13) we have that $\dot{V}(z(t)) \leq W(\zeta; \sigma(t - \varsigma))$, where $\zeta = [z(t), z(t - \tau), \dot{z}(t)]$ and $W(\zeta; \sigma(t - \varsigma)) = z^T(t) \Phi z(t) + 2 z^T(t) (P_1 A_{\sigma(t - \varsigma)} - P_2) \times (z(t - \tau) + 2 z^T(t) (A_{\sigma}^T P_2 + P_3) \dot{z}(t) - z^T(t - \tau) S z(t - \tau) + 2 z^T(t - \tau) \times A_{\tau(t - \varsigma)}^T P_2 - P_3) \dot{z}(t) - \tau^{-1} z^T(t) R z(t) + 2 (z^T(t) P_1 + z^T(t) P_3^T) C(t) \). \quad (14)

Observe that (14) can be rewritten as $W(\zeta; \sigma(t - \varsigma)) = \zeta^T M(\zeta; \varsigma) + 2 z^T(t) P_1 z(t) + z^T(t) P_2^T C(t)$, where $\zeta = [z(t), z(t - \tau), \tau^{-1} z^T(t - \tau)]$ and $M(\rho) = \begin{bmatrix} \Phi & P_1 A_{\rho} - P_2 & \tau (A_{\rho}^T P_2 + P_3) \\ * & -S & \tau (A_{\rho}^T P_2 - P_3) \\ * & * & -R \end{bmatrix}$.

Now, define the function $W_n : \mathbb{R}^n \rightarrow \mathbb{R}$, given by $W_n(\zeta) = \zeta^T M(\tau; \varsigma) + 2 z^T(t) (P_1 + z^T(t) P_2^T) C(t)$, where $\zeta = [\zeta(t), z(t - \tau), \tau^{-1} z^T(t - \tau)]$ and $M(\rho) = \begin{bmatrix} \Phi & P_1 A_{\rho} - P_2 & \tau (A_{\rho}^T P_2 + P_3) \\ * & -S & \tau (A_{\rho}^T P_2 - P_3) \\ * & * & -R \end{bmatrix}$.

Since $W_n$ is negative definite, and each $\gamma_n$ is nonnegative, we can assert that for all $\zeta \in \mathbb{R}^n \setminus \{0\}$, there exists (at least) one $j \in \{1, \ldots, N\}$ such that $W_n(\zeta_j) < 0$. Therefore, the switching law $\sigma(t - \varsigma)$ in $\arg\min_{j \in \{1, \ldots, N\}} W(\zeta; j)$ ensures that (14) is strictly negative definite for all $\zeta \in \mathbb{R}^n \setminus \{0\}$. Hence, observe that $\min_{j} W(\zeta; \varsigma) = 2 \zeta^T(t) \Phi \zeta(t) + 2 z^T(t - \tau) P_2 z(t) + z^T(t - \tau) \times (A_{\varsigma}^T P_2 + P_3) \dot{z}(t) - z^T(t - \tau) S z(t - \tau) + 2 z^T(t - \tau) \times A_{\varsigma(t - \varsigma)}^T P_2 - P_3) \dot{z}(t) - \tau^{-1} z^T(t - \tau) R z(t) + 2 \zeta^T(t) P_1 + z^T(t) P_3^T C(t)$.

Hence, the switching rule $\sigma(t - \varsigma) \in \arg\min_{j \in \{1, \ldots, N\}} W(\zeta; j)$ is equivalent to $\sigma(t) \in \arg\min_{j \in \{1, \ldots, N\}} \left\{ 2 \left( z^T(t + \varsigma) P_1 + z^T(t + \varsigma) P_3^T \right) \right.$

But $\sigma$ requires the prediction of the instantaneous state at $t + \varsigma$. Since the solution of (6) can be written as $x(t) = \int_{t - \varsigma}^t e^{A_\varsigma(t - \nu)} x(\nu - \tau) + B_\varsigma(\nu - \tau) d\nu$
the prediction of the state at $t + \varsigma$ is given by $x(t + \varsigma) = \int_{t}^{t + \varsigma} e^{A_\varsigma(t + \nu - \tau)} \left[x(\nu - \tau) + B_\varsigma(\nu - \tau) \right] d\nu + e^{A_\varsigma(t + \varsigma - \tau)} x(t)$.

Observe that $w(t) = x(t + \varsigma)$ by means of the change of variable $\eta = -t - \varsigma + \nu$. Moreover, we have that $\dot{z}(t + \varsigma) = \int_{t - \varsigma}^{t + \varsigma} x(\nu) d\nu + \int_{t}^{t + \varsigma} x(\nu) d\nu - x(t)$. Thus, the controller is obtained by using back the change of coordinates.

Remark 5: Note that at the time $t$, the predictor used to compute $x(t + \varsigma)$ only requires past information, i.e., the values of $x(r)$ for $r \in [t - \tau, t]$ (which are already measured), and the values of $\sigma(r)$ for $r \in [t - \varsigma, t]$ (which are already computed).

Finally, note that the switching law ensures that $W(\zeta; \sigma(t - \varsigma)) = \min_{j \in \{1, \ldots, N\}} W(\zeta; j) \leq \sum_{j=0}^{N} \gamma_j W(\zeta; j) \leq \sum_{j=0}^{N} \gamma_j W(\zeta; j) = W_n(\zeta)$. Thus, $\dot{V}(z(t)) \leq W_n(\zeta) \equiv \zeta^T \hat{M}(\gamma) \zeta \leq -\lambda_{\min}(\hat{M}(\gamma)) ||z(t)||^2$, where $|\cdot|$ denotes the Euclidean norm.

To prove Corollary 1, just set $R = P_2 = P_3 = 0$ in the functional (12), and follow the same reasoning.

B. Several Delays in the State

In this section, we extend the results given in Section III-A to the class of systems described by (3) considering several delays in the state. For this case consider the matrices $P_1, P_2, \ldots, P_{1,k}, P_{2,s}, S_k, S_s, R_k, R_s \in \mathbb{R}^{n \times n}$, $k = 1, \ldots, N_1$, $s = 1, \ldots, N_2$.

Define $\hat{P} = \begin{bmatrix} P_1 & \Pi_{11} & \Pi_{12} \\ * & \Pi_{21} & \Pi_{22} \end{bmatrix}$, $\hat{M}(\gamma) = \begin{bmatrix} \Phi_{11} & \cdots & \Phi_{15} \\ \vdots & \ddots & \vdots \\ \Phi_{51} & \cdots & \Phi_{55} \end{bmatrix}$

where

$\Pi_{11} = [P_{1,1} \cdots P_{1,N_1} P_{2,1} \cdots P_{2,N_2}]$

$\Pi_{12} = \text{diag}(P_{3,1} + \tau_1^{-1} S_1, \ldots, P_{3,N_1} + \tau_1^{-1} S_{N_1}, P_{4,1} + \tau_2^{-1} S_1, \ldots, P_{4,N_1} + \tau_2^{-1} S_{N_1})$

$\Phi_{11} = \left[ A_{1} P_1 + P_1^T A_2 + \sum_{k=1}^{N} (\tau_k R_k + S_k + P_{2,k} + \tau_2^{-1} S_{N_1}) \right]$

$\Phi_{12} = \left[ P_1 A_1 - P_{1,1} \cdots P_1 A_{N_1} - P_{2,N_2} \right]$

$\Phi_{13} = [P_1 A_1(\gamma) - P_1 A_2(\gamma) - P_2 A_1(\gamma) - P_2 A_2(\gamma) - P_2 A_3(\gamma) - P_2 A_4(\gamma) - P_2 A_5(\gamma)]$

$\Phi_{14} = \left[ A_{1} P_{2,1} + P_{2,1}^T A_2 + \cdots + A_{1} P_{N_1} + P_{N_1}^T A_2 + P_{N_1} + P_{2,N_2} \right]$

$\Phi_{15} = \left[ A_{1} P_{2,1} + P_{2,1}^T A_2 + \cdots + A_{1} P_{N_1} + P_{N_1}^T A_2 + P_{N_1} + P_{2,N_2} \right]$

$\Phi_{22} = - \text{diag}(S_1, \ldots, S_{N_1})$, $\Phi_{23} = 0$

$\Phi_{24} = \begin{bmatrix} \varphi_1 & A_{2} P_{2,1} & \cdots & A_{N_1} P_{2,1} \\ A_{2} P_{2,1} & \varphi_2 & \cdots & A_{N_1} P_{2,1} \\ \vdots & \vdots & \ddots & \vdots \\ A_{N_1} P_{2,1} & \cdots & \varphi_{N_1} \end{bmatrix}$
with \( \varphi_k = A_1^k P_{2,k} - P_{3,k} \)

\[
\Phi_{25} = \begin{bmatrix}
A_1^1 P_{2,1} & \cdots & A_1^N P_{2,N_1} \\
A_2^1 P_{2,1} & \cdots & A_2^N P_{2,N_1}
\end{bmatrix}
\]

\[
\Phi_{33} = -\text{diag}(\bar{S}_1, \ldots, \bar{S}_{N_2})
\]

\[
\Phi_{34} = \begin{bmatrix}
A_1^1 (\gamma) P_{2,1} & \cdots & A_1^N (\gamma) P_{2,N_1} \\
A_2^1 (\gamma) P_{2,1} & \cdots & A_2^N (\gamma) P_{2,N_1}
\end{bmatrix}
\]

\[
\Phi_{35} = \begin{bmatrix}
\varphi_1 & A_1^1 (\gamma) P_{2,2} & \cdots & A_1^N (\gamma) P_{2,N_1} \\
\varphi_2 & A_2^1 (\gamma) P_{2,2} & \cdots & A_2^N (\gamma) P_{2,N_1}
\end{bmatrix}
\]

with \( \varphi_k = A_1^k (\gamma) P_{2,k} - \bar{P}_{3,k} \)

\[
\Phi_{44} = -\text{diag}(\tau_1^1 R_1, \ldots, \tau_{N_1}^N R_{N_1})
\]

\[
\Phi_{45} = 0
\]

\[
\Phi_{55} = -\text{diag}(\tau_1^1 R_1, \ldots, \tau_{N_1}^N R_{N_2})
\]

**Theorem 2:** Consider (3) satisfying Assumption 1, and a given \( x^* \in \mathbb{R}^n \). If there exist \( \gamma \in \Gamma \), and matrices \( P_1, P_{2,k}, P_{3,k}, \bar{P}_{2,k}, \bar{P}_{3,k}, S_k, R_k, \bar{R}_k \), such that (5) holds, then (3) in closed loop with the switching controller

\[
\sigma(t) = \arg \min_{j \in \{1, \ldots, N\}} \{ (\Delta_1 + \Delta_2 + \Delta_3)(\Delta_4(j) + B_j) \}
\]

with

\[
\Delta_1 := (w(t) - x^*)^\top P_1, \quad \Delta_2 := \sum_{k=1}^{N_1} (\hat{w}_k(t) - x^* \tau_k)^\top P_{1,k}^2, \quad \Delta_3 := \sum_{k=1}^{N_2} (\hat{w}_k(t) - x^* \bar{\tau}_k)^\top P_{1,k}^2, \quad \Delta_4(j) := \sum_{k=1}^{N_1} A_{k,j} x(t - \bar{\tau}_k + \varsigma)
\]

\[
w(t) = e^{A_0} x(t) + \int_0^t e^{A_0 \eta} \left( \sum_{k=1}^{N_1} A_k x(t - \tau_k + \varsigma) + \eta \right)
\]

\[
+ \int_0^t \sum_{k=1}^{N_1} A_{k,j} x(t - \tau_k + \varsigma + \eta) + B_{\sigma(t+\eta)} d\eta
\]

\[
\hat{w}_k(t) := \int_{t-\tau_k+\varsigma}^t x(\nu) d\nu + \int_{t-\bar{\tau}_k+\varsigma}^t w(\nu) d\nu, \quad \text{and} \quad \hat{w}_k(t) = \int_{t-\tau_k+\varsigma}^t x(\nu) d\nu + \int_{t-\bar{\tau}_k+\varsigma}^t w(\nu) d\nu,
\]

is such that \( x(t) \rightarrow x^* \) as \( t \rightarrow \infty \).

The proof of Theorem 2 is analogous to the proof of Theorem 1, but considering the Lyapunov–Krasovskii functional [32]

\[
V(z_t) = \zeta^\top P_1 + \sum_{k=1}^{N_1} \int_{t-\tau_k}^t (\nu - \tau_k) z^\top(\nu) R_k z(\nu) d\nu
\]

\[
+ \int_{t-\bar{\tau}_k}^t (\nu - \bar{\tau}_k) z^\top(\nu) \bar{R}_k z(\nu) d\nu
\]

\[
+ \sum_{k=1}^{N_2} \int_{t-\bar{\tau}_k}^t (\nu) S_k z(\nu) d\nu + \sum_{k=1}^{N_1} \int_{t-\tau_k}^t z^\top(\nu) S_k z(\nu) d\nu
\]

where \( \zeta(t) = [z(t), z_1^\top(t), \ldots, z_{N_1}^\top(t), \xi(t), \ldots, z_{N_2}^\top(t)]^\top \)

\[
\zeta_k(t) = \int_{t-\tau_k}^t z(\nu) d\nu, \quad \zeta_k(t) = \int_{t-\bar{\tau}_k}^t z(\nu) d\nu
\]

\[
P = \begin{bmatrix}
P_1 & \Pi_{11} \\
\Pi_{12} & \Pi_{22}
\end{bmatrix}
\]

and \( \Pi_{12} = \Pi_{22} - \text{diag}(\tau_1^1 S_1, \ldots, \tau_{N_1}^N S_{N_1}, \bar{\tau}_1^1 S_1, \ldots, \bar{\tau}_{N_2}^N S_{N_2}) \).

For the proof of Corollary 2, set in (16) \( P_{2,k} = \bar{P}_{2,k} = \bar{P}_{3,k} = \bar{P}_{3,k} = R_k = \bar{R}_k = 0 \).

**IV. EXAMPLES**

In the examples of this section, the LMIs were solved in MATLAB by using the solver SeDuMi [34] version 1.3, and the toolbox YALMIP [35]. For the simulations, we used Simulink with the fixed-step Euler integration method.

**A. Delay-Independent Controller**

Here, we consider the example given in [26] where the controller is designed by considering delay-independent conditions. Thus, we change the delay in the state (twice the original) to show that the same controller works. Consider (1) with \( n = 2, m = 2, N_1 = 0, N_2 = 1, \tau = 2, \varsigma = 1/2 \), and

\[
A_0 = \begin{bmatrix}
-3 & 1 \\
2 & -5
\end{bmatrix}, \quad A_{1,1} = \begin{bmatrix}
4 & 2 \\
1 & 6
\end{bmatrix}
\]

\[
A_{1,2} = \begin{bmatrix}
1 & 1 \\
2 & 2
\end{bmatrix}, \quad B = \begin{bmatrix}
3 & 1 \\
1 & 2
\end{bmatrix}
\]

The control components are assumed to be ON–OFF, i.e., \( u_i : \mathbb{R} \rightarrow \{0, 1\} \), \( i = 1, 2 \), hence, \( U = \{u^1, \ldots, u^w\} \) where \( u^1 = [0 \ 1]^\top \), \( u^2 = [1 \ 0]^\top \), \( u^3 = [1 \ 1]^\top \). It is important to mention that the trajectories of this model diverge by maintaining any of the inputs on. If we choose \( x^* = [2 \ 2]^\top \), then for \( \gamma = \frac{\sqrt{2}}{10} [4.14 \ 12] \), we have that the LMIs in (9) hold with

\[
P_1 = \frac{1}{10} \begin{bmatrix}
4.8581 & 1.1108 \\
1.1108 & 2.6961
\end{bmatrix}, \quad S = \begin{bmatrix}
1.1122 & -0.0051 \\
-0.0051 & 1.1990
\end{bmatrix}
\]

The initial conditions were chosen as \( x(t) = 0, u(t) = 0 \) for all \( t \leq 0 \), and the integration step was equal to 0.1 ms. Fig. 1 shows the system’s states converging to the reference point. The vertical dotted lines indicate the time when the delayed inputs start to switch in a high-frequency regime. Such a switching can be appreciated in the nondelayed control signals shown in Fig. 2.

It is important to mention that for this example it can also be used the controller with delay-dependent conditions given in Theorem 1. However, note that (10) is simpler than (8).
B. Delay-Dependent Controller

Consider again (1) with $n = 2$, $m = 2$, $N_1 = 0$, $N_2 = 1$, $\tau = 1/3$, $\varsigma = 1/6$, and

$$A_0 = \frac{1}{20} \begin{bmatrix} 1/3 & 1/4 \\ 1/5 & 1/2 \end{bmatrix}, \quad A_{1.1} = \begin{bmatrix} -5 & 2 \\ 1 & 1 \end{bmatrix}$$

$$A_{1.2} = \begin{bmatrix} 1 & 1 \\ 2 & -4 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & 1 \\ 1/2 & 3/2 \end{bmatrix}.$$  

Note that in this case, $A_0$ is not a Hurwitz matrix, therefore, the controller given in Corollary 1 cannot be used.

The control components are assumed to be as in the previous example. If we choose $x^* = [5 \ 6]^T$, then for $\gamma = \frac{1}{20} [8.500 \ 10.9479 \ 10.5521 \ 0]^T$, we have that the LMIs in (7) hold with

$$P_1 = \begin{bmatrix} 1.0731 & 0.6971 \\ 0.6971 & 1.3689 \end{bmatrix}, \quad S = \begin{bmatrix} 0.4933 & -0.0723 \\ -0.0723 & 0.4668 \end{bmatrix}$$

$$R = \begin{bmatrix} 1.2366 & -0.3719 \\ -0.3719 & 1.0996 \end{bmatrix}, \quad P_2 = \begin{bmatrix} -0.7578 & 0.1262 \\ 0.1287 & -0.7159 \end{bmatrix}$$

$$P_3 = \begin{bmatrix} 0.6463 & -0.4995 \\ -0.4995 & 0.4505 \end{bmatrix}.$$  

The initial conditions were chosen as $x(t) = 0$, $u(t) = 0$ for all $t \leq 0$, and the integration step was equal to 0.1 ms. Fig. 3 shows the system’s states converging to the reference point. The vertical dotted lines indicate the times when the delayed inputs start or stop switching in a high-frequency regime. Such a switching can be appreciated in the nondelayed control signals shown in Fig. 4.

V. CONCLUSION

The controller developed in this paper can be used in a wide set of bilinear systems where the delay cannot be neglected. The conceptual simplicity of the controller let it to be modifiable by changing the Lyapunov–Krasovskii functional. An important potential application of this controller is in the field of turbulent flow control systems, since it is suitable for the kind of models and on–off actuators used in some flow control applications, see, e.g., [24].

Future work: There are several aspects that can be considered to improve or extend the control approach used in this paper. We can mention, e.g., robustness analysis, consideration of time varying delays, or the presence of several delays in the input.
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