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Abstract—In the present article, we consider network-based control of linear systems with state multiplicative noise. For the sensor-controller network, round-robin, try-once-discard, and independent and identically distributed protocols are proposed to orchestrate the measurement transmission from multiple sensor nodes. By using the time-delay approach to networked control systems, sufficient conditions for the exponential mean-square stability are obtained in terms of linear matrix inequalities. Moreover, a discrete-time dynamic event-trigger is suggested to reduce the number of sent control signals from controller to actuator. An air vehicle system from the literature illustrates the efficiency of the presented approach.
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I. INTRODUCTION

Networked control systems (NCSs) are systems that are comprised of sensors, controllers, and actuators nodes connected via a shared communication network. It is of great importance to analyze the stability and system performance that take into account the variable sampling intervals, communication delays, and scheduling protocols. NCSs with scheduling protocols were studied by the hybrid system approach [1]–[3] and by the time-delay approach [4]–[10]. Only the latter approach allows large transmission delays (that are larger than the sampling intervals).

Systems with stochastic multiplicative noises are encountered in many areas of applications, e.g., aircraft engineering, process control, and population dynamics [11]–[14]. Multiplicative noise appears due to parameter uncertainties and nonlinearities [12]. Many important results on the control of stochastic systems have been reported in [15]–[18]. However, networked control of stochastic systems with scheduling protocols has not been studied yet.

The objective of the present article is to study network-based control of stochastic systems with scheduling protocols. We consider three protocols to orchestrate the measurement transmission from multiple sensor nodes. The first is a round-robin (RR) protocol with simple implementation, and the second is a try-once-discard (TOD) protocol that may improve results achieved under RR protocol (e.g., a larger domain of attraction under actuator saturation [8]). Note that the existing results for the first two protocols in the presence of large transmission delays assume that there are no collisions [4], [6]. The third is an independent and identically distributed (i.i.d) protocol that allows collisions with a certain probability [7]. Note that the i.i.d protocol includes RR protocol as a particular case under the following assumptions: the zero probability of the collisions, and equal probabilities for access to the network by each sensor node.

We extend the time-delay approach to stochastic NCSs. This approach includes two steps [5]: 1) time-delay modeling of the closed-loop system and 2) a choice of appropriate Lyapunov method. The first step for stochastic NCSs is similar to the deterministic NCSs. Thus, under RR protocol we model the closed-loop system as a system with multiple delays, whereas under TOD and i.i.d protocols we model it as an impulsive system with delayed dynamics and reset conditions. The second step is challenging since state-derivative-dependent Lyapunov functionals, that are used in the deterministic case, are not applicable. This is because the solution of the stochastic system does not have a derivative. We propose novel Lyapunov functionals that depend on the deterministic and stochastic parts. Particularly, we propose novel terms to compensate for the delays in the reset conditions.

To reduce the network workload, an event-trigger (ET) can be employed [19]–[21]. Inspired by [22], we suggest a discrete-time dynamic ET based on the control signals that may further reduce the number of sent control signals compared with the static ET [20], [21]. Note that in the absence of scheduling protocols, a discrete-time ET for stochastic systems was suggested in [21] and [23]. The efficiency of the presented method is illustrated by the air vehicle system from [13]. Some preliminary results for the case of RR and TOD protocols were presented in [24].

Notation: Throughout this article, $\mathbb{R}^n$ represents the $n$ dimensional Euclidean space with Euclidean norm $\| \cdot \|$, $\mathbb{R}^{n \times m}$ is the set of all $n \times m$ dimensional real matrices. $X > 0$ means that $X$ is symmetric and positive definite matrix, $H_e\{X\}$ denotes $X^T + X$, $|X|^2$ denotes the expression $X^T SX$ where matrix $S$ and vector $X$ have appropriate dimensions and $E\{x\}$ stands for the expectation of stochastic variable $x$.

II. PROBLEM FORMULATION

Consider a linear Itô stochastic system

$$dx(t) = [Ax(t) + Bu(t)]dt + Dx(t)dw(t)$$

(1)

with the state $x(t) \in \mathbb{R}^n$, control input $u(t) \in \mathbb{R}^{n_s}$, one-dimensional Brownian motion $w(t)$ defined on a complete probability space $(\Omega, F, \{F_t\}_{t \geq 0}, P)$ [12], [14], and constant matrices $A, D \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times n_s}$. For a notion of a solution to stochastic system and its existence see [12] and [14].

The stochastic system (1) has $N$ sensor nodes, a controller node and an actuator node connected via sensor-controller and controller-actuator networks. The measurements are given by

$$y_i(t) = C_i x(t) \in \mathbb{R}^{n_{t_i}}, \quad i = 1, \ldots, N, N \geq 2$$

(2)
with constant matrices $C_i \in \mathbb{R}^{n_y \times n}$ ($i = 1, \ldots, N$). For notational brevity, denote $y(t) = [y_1^T(t), \ldots, y_N^T(t)]^T \in \mathbb{R}^{n_y}$, $y_i = \sum_{i=1}^N n_{y_i}$ and $C = \{C_1^T, \ldots, C_N^T\}$.

Let $s_k$ be sampling instants such that

$$s_0 = 0, 0 < s_{k+1} - s_k \leq \text{MATI}, \quad \lim_{k \to \infty} s_k = +\infty$$

(3)

where MATI denotes the maximum allowable transmission interval. We assume that the signal transmissions are subject to network-induced delays $\mu_k$ and $r_k$ (see Fig. 1). Thus, the updating instants of controller and actuator are $l_k = s_k + \mu_k$ and $t_k = s_k + \mu_k + r_k$. Notice that $\mu_k$ and $r_k$ are not required to be less than the sampling intervals but the sequences $\{l_k\}$ and $\{t_k\}$ should be increasing. Here $\mu_k$ and $r_k$ are time-varying bounded by

$$0 \leq \mu_m \leq \mu_k \leq \mu_M, \quad 0 \leq r_m \leq r_k \leq r_M.$$  

(4)

Denote by $\tilde{y}(s_k) = [\tilde{y}_1^T(s_k), \ldots, \tilde{y}_N^T(s_k)]^T$ the most recently received output information on the controller side. Assume that there exists a matrix $K = [K_1, \ldots, K_N] \in \mathbb{R}^{n_y \times n_y}$ such that $A + BKC$ is Hurwitz. Then a static output-feedback controller takes the form

$$u(l_k) = K\tilde{y}(s_k)$$

(5)

and the closed-loop system under this controller has the form

$$dx(t) = [Ax(t) + BK\tilde{y}(s_k)]dt + g(t)dw(t)$$

$$g(t) = Dx(t), t \in [l_k, t_{k+1}).$$

(6)

The main objective of this article is to analyze the exponential mean-square stability of stochastic system (6) with updating protocols using novel Lyapunov functionals. Additionally, we suggest a discrete-time dynamic ET to reduce the workload of controller-actuator network.

III. MAIN RESULTS: STABILITY ANALYSIS WITH SCHEDULING PROTOCOLS

For stochastic system (6), we will consider three scheduling protocols defined by RR, TOD, and i.i.d protocols. Under the first two protocols, only one sensor is allowed to obtain access to the network, whereas under i.i.d protocol, all the sensors obtain access to the network with a certain probability. Denote by $i_k^*$ the selected sensor node getting access at instant $s_k$. The value of $i_k^*$ is chosen by scheduling protocols as follows.

1) RR protocol: The sampled measurements are sent in a periodic manner one after another. Thus $i_k^*$ is calculated as

$$i_k^* = \text{mod}(k, N) + 1$$

(7)

where mod denotes the \textit{modulation operation}.

2) TOD protocol: The sampled measurements are sent with the greatest weighted error $\epsilon_i^T(s_k)Q_i\epsilon_i(s_k)$ ($i = 1, \ldots, N$), where $\epsilon_i(s_k) = \tilde{y}(s_k) - y_i(s_k)$, and $Q_i$ ($i = 1, \ldots, N$) are positive weighting matrices to be determined. In other words, $i_k^*$ is chosen as

$$i_k^* = \arg\max_{i=1,\ldots,N} \{\epsilon_i^T(s_k)Q_i\epsilon_i(s_k)\}.$$  

(8)

3) i.i.d protocol: The choice of $i_k^*$ is assumed to be i.i.d with the probabilities given by

$$\text{Prob}(i_k^* = i) = \beta_i, \quad i = 0, \ldots, N$$

(9)

where $\beta_0$ is the probability of collision, $\beta_i$ ($i = 1, \ldots, N$) are the probabilities of the measurements $y_i(s_k)$ to be transmitted at instants $s_k$ and $\sum_{i=0}^N \beta_i = 1$. If collision occurs, then the measurement is dropped [7].

A. Stability Analysis With RR Protocol

Taking into account RR protocol (7), the last transmitted signal before time instant $s_k$ of node $i$ is expressed by

$$\tilde{y}_i(s_k) = y_i(s_{k - \Delta_{k,i}}), \quad i = 1, \ldots, N$$

(10)

with some $\Delta_{k,i} \in \{0, 1, \ldots, N - 1\}$. We set $y_i(s_{k - \Delta_{k,i}}) = 0$ if $k - \Delta_{k,i} < 0$. Following the time-delay approach [5], [6], define $\tau_i(t) \triangleq t - s_{k - \Delta_{k,i}}$, $t \in [l_k, t_{k+1})$ from which we have

$$0 \leq \eta_m \leq \mu_m + r_m \leq \tau_i(t) \leq t_{k+1} - s_k - \Delta_{k,i} \leq (\Delta_{k,i} + 1) \times \text{MATI} + \mu_M + r_M \leq N \times \text{MATI} + \mu_M + r_M \triangleq \eta_M.$$  

Then system (6) under RR protocol (7) is expressed by

$$dx(t) = f_1(t)dt + g(t)dw(t), t \geq t_0,$$

(11)

$$f_1(t) = Ax(t) + \sum_{i=1}^N BK_iC_i(x(t) - \tau_i(t)).$$

The term $x(t)$ is chosen to be $x(t_0)$ for $t \leq t_0$, the following Lyapunov functional

$$V_1 = V_P + V_{S_1} + V_{S_2} + \eta_mV_{R_1} + V_{F_1}$$

$$+ \sum_{i=1}^N (\eta_M - \eta_m)V_{R_{2i}} + V_{F_{2i}}, t \geq t_0$$

(12)

where

$$V_P = x^T(t)P_1x(t) \quad \text{P} > 0$$

$$V_{S_1} = \int_{-\eta_m}^{t} e^2 \alpha_1(t-s)|x(s)|^2 ds \quad S_1 > 0$$

$$V_{S_2} = \int_{-\eta_m}^{t} e^2 \alpha_1(t-s)|x(s)|^2 ds \quad S_2 > 0$$

$$V_{R_1} = \int_{-\eta_m}^{t} \int_{-\eta_m}^{t} e^2 \alpha_1(t-s_1)|f_1(t_1)|^2 ds_1 \quad R_1 > 0$$

$$V_{R_{2i}} = \int_{-\eta_m}^{t} \int_{-\eta_m}^{t} e^2 \alpha_1(t-s_1)|f_i(t_1)|^2 ds_1 \quad R_{2i} > 0$$

$$V_{F_1} = \int_{-\eta_m}^{t} \int_{-\eta_m}^{t} e^2 \alpha_1(t-s_1)|x(s_1)|^2 ds_1 $$

$$\quad F_1 > 0$$

$$V_{F_{2i}} = \int_{-\eta_m}^{t} \int_{-\eta_m}^{t} e^2 \alpha_1(t-s_1)|x(s_1)|^2 ds_1 $$

$$\quad F_{2i} > 0$$

and $\alpha > 0$. Functional $V_1$ is stochastic extension of the Lyapunov functional for the exponential stability with a decay rate $\alpha$ of systems with interval delays (see [5, p. 101]). The terms $V_P$, $V_{S_1}$ and $V_{S_2}$ have the same form as in the deterministic case. The terms $V_{R_1}$ and $V_{R_{2i}}$ are stochastic extensions of the state-derivative-dependent double integral terms, whereas the terms $V_{F_1}$ and $V_{F_{2i}}$ compensate the stochastic part.
of (11) [14], [16]. For functional $V_i$, we use generator $L$ [11], [14]
\[
L V_i = \frac{\partial V_i}{\partial t} + \left( \frac{\partial V_i}{\partial t_1} \right) f_1(t) + \ldots + \left( \frac{\partial V_i}{\partial t_{2i}} \right) f_{2i}(t) + \frac{1}{2} \text{tr} \left( g^T(t) \left( \frac{\partial^2 V_i}{\partial x \partial x^T} \right) g(t) \right).
\] (13)

We arrive at the following result (proved in Appendix A).

**Theorem 1:** Given scalars $0 \leq \eta_m < \eta_m^*, \alpha > 0$ and $N \geq 2$, let there exist $n \times n$ matrices $P > 0$, $S_1 > 0$, $S_2 > 0$, $R_1 > 0$, $R_2 > 0$, $F_1 > 0$, $F_2 > 0$ and $W_i (i = 1, \ldots, N)$ that satisfy
\[
\Theta = \Theta_1 + \sum_{i=1}^{N} \Theta_2 + \Theta_3 < 0
\]
\[
\Xi_i = \begin{bmatrix} R_{2i} & W_i \\ * & R_{2i} \end{bmatrix} \geq 0, i = 1, \ldots, N
\] (14)

where
\[
\Theta_1 = \eta_m [D \ell_i]^2 |_{\ell_i} + \rho_m [H \ell_i] + |\ell_i - \ell_i^2|_{R_{2i}} \]
\[
\Theta_2 = (\eta_m - \eta_m^*) [D \ell_i]^2 |_{\ell_i} + \rho_M [H \ell_i] + |\ell_i - \ell_i^2|_{R_{2i}} \]
\[
\Theta_3 = \rho_m [D \ell_i |_{S_2} - \rho_M |S_3|_{R_{2i}} + \eta_m \chi |_{R_{2i}} + \sum_{i=1}^{N} (|\eta_m - \eta_m^*) \chi |_{S_2} \]
\[
\vartheta_{i1} = \begin{bmatrix} \ell_3 - \ell_{3+2} \ell_{3+2} - \ell_{3+4} \end{bmatrix}^T \Xi_i \begin{bmatrix} \ell_3 - \ell_{3+2} \ell_{3+2} - \ell_{3+4} \end{bmatrix}
\]
\[
\vartheta_{i2} = \begin{bmatrix} \ell_{3+1} \ell_{3+4} \end{bmatrix}^T \begin{bmatrix} R_{2i} + F_{2i} W_i + F_{2i} * R_{2i} + F_{2i} \end{bmatrix} \begin{bmatrix} \ell_{3+1} \ell_{3+3} \end{bmatrix}
\]
\[
\chi = \lambda_1 + \sum_1^N BK_i \ell_{3+2}
\]
\[
\ell_i = \begin{bmatrix} 0 & 0 & \ldots & 0 \end{bmatrix}^T, i = 1, \ldots, 3N + 4
\]

with
\[
\rho_m = e^{-2\alpha \eta_m}, \rho_M = e^{-2\alpha \eta_M^*}. \] (15)

Then system (11) is exponentially mean-square stable with a decay rate $\alpha > 0$.

**Remark 1:** Note that LMIs in Theorem 1 are obtained via Jensen’s inequality [5], [25], and reciprocally convex approach [26]. We have avoided using the free-weighting matrix technique [17], [21] that introduces slack decision variables and increases the complexity of LMIs.

**B. Stability Analysis With TOD Protocol**

Following [6], a piecewise-continuous error is defined as $e_i(t) = e_i(s_k), t \in [t_k, t_{k+1})$, and some indicator functions are introduced as follows:
\[
\pi(t_{k,i}) = \begin{cases} 1, & t_k = t_i, i = 1, \ldots, N \\ 0, & t_k \neq t_i, i = 1, \ldots, N \end{cases}
\] (16)

Therefore, the reset condition of $e_i(t)$ at $t = t_{k+1}$ is given by
\[
e_i(t_{k+1}) = (1 - \pi(t_{k,i})) e_i(t_k) + C_i [x(s_k) - x(s_{k+1})]
\] (17)

where we assume $x_i(t_{k-1}) = 0$ implying $e_i(t_0) = -g_i(s_0) = -C_i x_i(s_0)$. Define $\tau(t) = t - s_k$ for $t \in [t_k, t_{k+1})$ that yields
\[
0 \leq \eta_m \leq \tau(t) \leq t, t_{k+1} - s_k = \text{MATI} + \mu_M + \tau_M \Delta \tau_M.
\]

Then system (6) under TOD protocol (8) is expressed by
\[
dx(t) = f_2(t) dt + g(t) dw(t), t \geq t_0
\]\n\[
f_2(t) = Ax(t) + BK_i x(t - \tau(t)) + \sum_{i=1}^{N} B K_i e_i(t).
\] (18)

We consider the Lyapunov functional
\[
V_2 = \tilde{V}_1 + (\tau(t) - \eta_m) V_G + V_Y + V_U
\]
\[
+ \sum_{i=1}^{N} |e_i(t)|^2 Q_i, t \in [t_k, t_{k+1})
\] (19)

where $\tilde{V}_1$ is obtained from $V_1$ given by (12) with $f_1$, $\sum_{i=1}^{N} R_{2i}$, $\sum_{i=1}^{N} F_{2i}$, $\eta_m$ changed by $f_2$, $R_2$, $F_2$, $\tau_M$, and
\[
V_G = \sum_{i=1}^{N} \int_{t_k}^{t} e^{2\alpha(s-t)} C_i f_2(s) |_{s_i}^2 ds
\]
\[
V_Y = \sum_{i=1}^{N} \int_{t_k}^{t} e^{2\alpha(s-t)} C_i g(s) |_{s_i}^2 ds
\]
\[
V_U = 2 \alpha (t_k - t) |e_i(t)|^2 Q_i + \sum_{i=1}^{N} 2 \alpha \int_{t_k}^{t} \frac{t_k - t}{t_{k+1} - t_k} |e_i(t)|^2 Q_i
\]
\[
G_i > 0, Y_i > 0, U_i > 0, Q_i > 0, \alpha > 0.
\]

The term $V_G$ is the stochastic extension of a similar term in [7]. It is introduced to cope with the delay in the reset conditions, which is continuous on $[t_k, t_{k+1})$ and does not grow in reset instant $t = t_{k+1}$ since
\[
V_G(t_{k+1}) - V_G(t_{k+1}) = -\sum_{i=1}^{N} \int_{t_k}^{t_{k+1}} e^{2\alpha(s-t_{k+1})} C_i f_2(s) |_{s_i}^2 ds
\]
\[
\leq -\frac{\tilde{\rho}_M}{\tau_M - \eta_m} \sum_{i=1}^{N} |C_i \int_{t_k}^{t_{k+1}} f_2(s) ds |_{s_i}^2
\] (20)

where we applied Jensen’s inequality with
\[
\tilde{\rho}_M = e^{-2\alpha \tau_M}.
\] (21)

Similarly, for the term $V_Y$ that depends on the stochastic part $g(t)$, via Itô integral property [14], we have
\[
E\{V_Y(t_{k+1}) - V_Y(t_{k+1})\} = -E\left( \sum_{i=1}^{N} \int_{t_k}^{t_{k+1}} e^{2\alpha(s-t_{k+1})} C_i g(s) |_{s_i}^2 ds \right)
\]
\[
\leq -E\left( \rho_M \sum_{i=1}^{N} C_i \int_{t_k}^{t_{k+1}} g(s) ds |_{s_i}^2 \right).
\] (22)

The term $V_U$ is from [6]. Thus, the functional $V_2$ is piecewise-continuous and stochastically differentiable in the interval $[t_k, t_{k+1})$. The following lemma gives sufficient conditions for the fact that $V_2$ does not grow in the reset instant $t_k$, and also for exponential mean-square stability of (18)
Lemma 1: Given scalars $0 \leq \eta_m < \tau_M$, $\alpha > 0$ and $N \geq 2$, let there exist $n_{y_1} \times n_{y_2}$ matrices $G_i > 0$, $U_i > 0$ and $Q_i > 0$ ($i = 1, \ldots, N$) and $V_2$ of (19) that satisfy
\[
\begin{bmatrix}
Q_i - \rho_M G_i & Q_i \\
\ast & Q_i - \rho_M Y_i \\
\ast & \ast
\end{bmatrix} < 0
\]
\[
\frac{2\alpha(\tau_M - \eta_m - 1)Q_i + U_i}{N-1} < 0
\]
with $\rho_M$ given by (21). Then along (17) and (18), $V_2$ does not grow in the reset instant $t_{k+1}$
\[
E\{V_2(t_{k+1}) - V_2(t_{k+1})\} \leq 0.
\]  
(24)
Assuming additionally that along (18), $E[LV_2 + 2\alpha V_2] \leq 0$ holds for $t \in [t_k, t_{k+1})$, the exponential mean-square stability of (18) is guaranteed.

Proof is given in Appendix B.

By using Lemma 1 and arguments of Theorem 1, we derive LMI conditions for the exponential mean-square stability of system (18).

Theorem 2: Given scalars $0 \leq \eta_m < \tau_M$, $\alpha > 0$ and $N \geq 2$, let there exist $n \times n$ matrices $P > 0$, $S_1 > 0$, $S_2 > 0$, $R_3 > 0$, $R_2 > 0$, $F_1 > 0$, $F_2 > 0$, $W$, $n_{y_1} \times n_{y_2}$ matrices $G_i > 0$, $Y_i > 0$, $U_i > 0$, $Q_i > 0$ ($i = 1, \ldots, N$) that satisfy (23) and
\[
\begin{bmatrix}
R_2 & W \\
\ast & R_2
\end{bmatrix} > 0
\]
(25)
where $\Omega_1$ is given by (14) and
\[
\Omega_1 = \frac{(\tau_M - \eta_m)}{\tau_M - \eta_m} [D|\ell_4|^2 + \rho_M [H(\ell_3^T R_2 \ell_4 + W \ell_6) + \ell_3^T R_2 \ell_6] - \vartheta_1 - \vartheta_2]
\]
\[
\vartheta_1 = \frac{1}{\tau_M - \eta_m} \left[ \frac{(\tau_M - \eta_m)}{\tau_M - \eta_m} \sum_{i=1}^{N-1} \left| \ell_{j+1} \right|^2 \sum_{i=1}^{N-1} \left| \ell_{j+1} \right|^2 \sum_{i=1}^{N-1} \left| \ell_{j+1} \right|^2 \right]
\]
\[
\vartheta_2 = \frac{1}{\tau_M - \eta_m} \left[ \frac{(\tau_M - \eta_m)}{\tau_M - \eta_m} \sum_{i=1}^{N-1} \left| \ell_{j+1} \right|^2 \sum_{i=1}^{N-1} \left| \ell_{j+1} \right|^2 \sum_{i=1}^{N-1} \left| \ell_{j+1} \right|^2 \right]
\]
with $\rho_m$ and $\rho_M$ given by (15) and (21), and
\[
H = \eta_m^2 R_1 + (\tau_M - \eta_m)^2 R_2 + (\tau_M - \eta_m) \sum_{j=1}^{N} C_j^T G_j C_j
\]
\[
\psi_j = 2\alpha Q_j = \frac{U_j}{\tau_M - \eta_m}
\]
(26)
Then system (18) is exponentially mean-square stable with a decay rate $\alpha > 0$.

C. Stability Analysis With i.i.d Protocol

From (9), the mathematical expectations and covariance of $\pi(t_{k+1}|i)$ are obtained as
\[
\begin{align*}
E\{\pi(t_{k+1}|i)\} &= E\{\pi(t_{k+1}|i)\} = \text{Prob}(i_{k+1} = i) = \beta_i \\
E\{(\pi(t_{k+1}|i) - \beta_i)(\pi(t_{k+1}|i) - \beta_j)\} &= \begin{cases} 
-\beta_i \beta_j, & i \neq j \\
\beta_i (1 - \beta_j), & i = j.
\end{cases}
\end{align*}
\]
(27)
By utilizing the indicator function $\pi(t_{k+1}|i)$ given by (16), system (18) can be further described by
\[
\begin{align*}
dx(t) &= f_3(t)dt + g(t)dw(t), t \geq t_0 \\
f_3(t) &= Ax(t) + BKx(t - \tau(t)) \\
&+ \sum_{i=1}^{N} (1 - \pi(t_{k+1}|i)) BK_i e_i(t).
\end{align*}
\]
(28)
Let us consider the Lyapunov functional
\[
V_3 = V_1 + (\tau_M - \eta_m) \tilde{V}_2 + V_Y + \tilde{V}_U
\]
(29)
where $\tilde{V}_1$, $\tilde{V}_2$, $\tilde{V}_U$ are obtained from $V_1$, $V_G$, $V_U$ given by (19) with $f_2, 2\alpha Q_i$ changed by $f_3, \frac{U_j}{\tau_M - \eta_m}$. Following the proof of Lemma 1, via (17) and (27) we readily formulate the following lemma.

Lemma 2: Given scalars $\tau_M > 0$, $\alpha > 0$ and $N \geq 2$, let there exist $n_{y_1} \times n_{y_2}$ matrices $G_i > 0$, $Y_i > 0$, $U_i > 0$, $Q_i > 0$ ($i = 1, \ldots, N$) and $V_3$ of (29) that satisfy
\[
\Omega_1 = \Theta_1 + \Omega_1 + \Omega_2, \quad \Omega_2 = \begin{bmatrix}
\Omega_1 & \Omega_2 \\
\Omega_2 & \Omega_1
\end{bmatrix} < 0
\]
(30)
with $\rho_M$ given by (21). Then along (17) and (28), $V_3$ does not grow in the jumps $t_k$: (24) holds with $V_3$ changed by $V_3$. Assuming additionally that along (28), $E[LV_3 + 2\alpha V_3] \leq 0$ holds for $t \in [t_k, t_{k+1})$, the exponential mean-square stability of (28) is guaranteed.

LMI conditions for the exponential mean-square stability of (28) are derived as follows.

Theorem 3: Given scalars $0 \leq \eta_m < \tau_M$, $\alpha > 0$ and $N \geq 2$, let there exist $n \times n$ matrices $P > 0$, $S_1 > 0$, $S_2 > 0$, $R_3 > 0$, $R_2 > 0$, $F_1 > 0$, $F_2 > 0$, $W$, $n_{y_1} \times n_{y_2}$ matrices $G_i > 0$, $Y_i > 0$, $U_i > 0$, $P \geq 0$ ($i = 1, \ldots, N$) that satisfy (30) and
\[
\Pi = \Theta_1 + \Omega_1 + \Omega_2 < 0
\]
(31)
where $\Theta_1$, $\Theta_2$ and $\Xi$ are given by (14) and (25), and
\[
\Pi_1 = \Theta_1 + \Omega_1 + \Omega_2 < 0
\]
\[
\Pi_1 = \Theta_1 + \Omega_1 + \Omega_2 < 0
\]
\[
\Pi_1 = \Theta_1 + \Omega_1 + \Omega_2 < 0
\]
with $\rho_m$ and $\hat{\mu}_M$ from (15), (21), and $H$ and $\psi_I$ from (26). Then system (28) is exponentially mean-square stable with a decay rate $\alpha > 0$.

Remark 2: For small enough stochastic perturbation $|D|$, the assumption of Hurwitz matrix $A + BKC$ implies that there exists a matrix $P > 0$ satisfying $\text{He}\{P(A + BKC)\} + |D|^2 P < 0$. Note that functions $V_1$, $V_2$, and $V_3$ are Lyapunov functionals for delay-dependent analysis [5]. Therefore, for small enough positive $\eta_M$, $\tau_M$, $\alpha$ and $|D|$, the LMIs that preserve the exponential mean-square stability of (11), (18), and (28) are always feasible.

Remark 3: As in [7], our results are applicable to dynamic output-feedback control of (1) with the measurements (2) in the case of one network from sensor to controller. Theorems 1–3 provide here efficient results (see the batch reactor example under RR and TOD protocols in [24]).

IV. Dynamic Event-Triggered Control Based on Control Signal

To reduce the workload of a controller-actuator network, in this section, we consider an ET based on the control signals (see Fig. 2). Inspired by the continuous dynamic ET [22], the idea is to send the control signal $u(l_k)$ that violates the following event-triggering rule:

$$\sigma|u(l_k)|^2 - \delta(l_k) > 0$$

(32)

where $\Psi > 0$ is $n_u \times n_u$ matrix, scalars $\sigma \in (0, 1)$ and $\gamma \geq 0$ are event-triggering parameters, and $\bar{u}(l_k)$ is the last sent control signal before instant $l_k$

$$\bar{u}(l_k) = \begin{cases} \bar{u}(l_{k-1}), \text{if (32) is true} \\ u(l_k), \text{otherwise} \end{cases}$$

(33)

with $u(l_{k-1}) = 0$. Similar to [23] and [27], $\hat{\lambda}$ is an internal dynamic variable satisfying

$$\dot{\hat{\lambda}}(t) = -c\hat{\lambda}(t) + \sigma|u(l_k)|^2 - \delta(l_k), t \in [l_k, l_{k+1})$$

(34)

with $c > 0$ and $\lambda(l_0) = \lambda_0 > 0$. Then we have

$$\hat{\lambda}(t) = \frac{1}{c}(1 - e^{-c(t-t_k)})(|\sigma|u(l_k)|^2 - \delta(l_k)), t \in [l_k, l_{k+1})$$

(35)

Clearly, $\hat{\lambda}(t)$ is not continuous on $t \in [l_k, t_{k+1})$. It motivates us to introduce an auxiliary function

$$\lambda(t) = \int_{l_{k+1}}^{l_{k+1} - l_k} (\hat{\lambda}(t) + \sigma|u(l_k)|^2 - \delta(l_k)) dt$$

$$t \in [l_k, t_{k+1})$$

and the corresponding solution is given by

$$\lambda(t) = \frac{1}{c}(1 - e^{-c(t-t_k)}) (|\sigma|u(l_k)|^2 - \delta(l_k))$$

$$+ e^{-c(t-t_k)} \hat{\lambda}(l_k), t \in [l_k, l_{k+1}).$$

Set $\lambda(l_k) = \hat{\lambda}(l_k)$, then $\lambda(l_{k+1}) = \hat{\lambda}(l_{k+1}).$ From (32), we further have

$$\lambda(t) \geq \frac{1}{c}((\gamma + c)e^{-c(t-t_k)} - \gamma) \hat{\lambda}(l_k), t \in [l_k, l_{k+1})$$

since

$$l_{k+1} - l_k \leq \text{MATI} + \mu_M - \mu_m \triangleq \bar{\mu}_m.$$

Noting that $(\gamma + c)e^{-\bar{\mu}_m} \geq 0$, we have $\lambda(t) > 0$, $t \in [l_0, l_1, \ldots]$. Via mathematical induction, we can conclude that $\lambda(t)$ of (35) is positive for $t \geq t_0$ if there exist scalars $\varsigma$, $\gamma$ and $\bar{\mu}_M$ such that $(\gamma + c)e^{-\bar{\mu}_M} \leq 0$ implying

$$l_{k+1} - l_k \geq h + \mu_m - \mu_M \triangleq \bar{\mu}_m.$$ 

$$t_{k+1} - t_k \geq \bar{\mu}_m + \beta_r - \beta_y \triangleq \bar{\mu}_m.$$ 

Denote

$$e = \frac{\sigma\bar{\mu}_M}{\bar{\mu}_m}, e_2 = \frac{\sigma\bar{\mu}_M}{\bar{\mu}_m}, e_2 = e^{-2\alpha(\tau_M - \eta_m)} \bar{\mu}_m.$$ 

(36)

Remark 4: In comparison to the static ET [20], [21], the dynamic ET (32) has an additional tuning parameter $\gamma > 0$ that may allow to further reduce a workload. In the worst case (32) with $\gamma = 0$ coincides with the static ET. However, as mentioned in [22], a positive $\gamma$ may improve the result leading to a smaller number of sent signals. Our example below shows essential improvement by the dynamic ET with appropriate values of $\gamma > 0$ over the static ET.

A. Dynamic Event-Triggered Control With RR Protocol

The stochastic system (6) under RR protocol (7) and ET (32) takes the form [cf., (11)]

$$dx(t) = f_s(t) dt + g(t) dw(t), t \in [l_k, l_{k+1})$$

(37)

where $f_s(t) = f_s(t) - B\bar{\delta}(l_k)$ with $f_1$ given by (11). We now establish the following LMI conditions.

Theorem 4: Given scalars $0 \leq \eta_m < \eta_M, \alpha > 0, N \geq 2, \varrho_1$ and $\varrho_2$ given by (36), let there exist $n \times n$ matrices $P > 0, S_1 > 0, S_2 > 0, R_1 > 0, R_2 > 0, F_1 > 0, F_2 > 0, W_i (i = 1, \ldots, N)$ and $n_u \times n_u$ matrix $\Psi > 0$ that satisfy

$$\hat{\Theta} + \hat{\Theta} < 0, \Xi_i \geq 0, i = 1, \ldots, N$$

(38)

where $\hat{\Theta}$ is obtained from $\Theta$ given by (14) with $\chi$ changed by $\tilde{\chi} = \chi - B\ell_{3N+5}, \Xi_i (i = 1, \ldots, N)$ are given by (14) and

$$\theta = \varrho_1 \frac{N}{i=1} K_i C_i e_{3N+2}^2 - \varrho_2 |e_{3N+5}|^2.$$

(39)

Then system (37) is exponentially mean-square stable with a decay rate $\alpha > 0$.

Proof is given in Appendix C.
B. Dynamic Event-Triggered Control With TOD Protocol

The stochastic system (6) under TOD protocol (8) and ET (32) takes the form [cf., (18)]
\[
dx(t) = f_2(t)dt + g(t)dw(t), t \in [t_k, t_{k+1}),
\]
where \(f_2(t) = f_3(t) - B\delta(l_k)\) with \(f_3\) given by (18). Let us consider the Lyapunov functional
\[
V_3 = \tilde{V}_3 + c^{-2}\alpha(t-t_k)\lambda, t \in [t_k, t_{k+1})
\]
where \(\tilde{V}_3\) is obtained from \(V_3\) given by (19) with \(f_3\) changed by \(f_5\). Then following the proof of theorems 2 and 4, we obtain the following LMI conditions.

Theorem 5: Given scalars \(0 \leq \eta_m < \tau_M, \alpha > 0, N \geq 2, g_1\) and \(g_2\) given by (36), let there exist \(n \times n\) matrices \(P > 0, S_1 > 0, S_2 > 0, R_1 > 0, R_2 > 0, F_1 > 0, F_2 > 0, W, n_{y_i} \times n_{u_i}\) matrices \(G_i > 0, Y_i > 0, U_i > 0, Q_i > 0\) \((i = 1, \ldots, N)\) and \(n_u \times n_u\) matrix \(\Psi > 0\) that satisfy (33) and
\[
\dot{\Omega}_l + \dot{\Omega} \leq 0, l = 1, \ldots, N, \Xi \geq 0
\]
where \(\tilde{\Omega}_l\) is obtained from \(\Omega_l\) given by (25) with \(\tilde{x}_l\) changed by \(\tilde{x}_l = x_l - B\tilde{\ell}_l \Xi > 0\) given by (25) and
\[
\Omega = g_1[K C l_{\delta}^T y - g_2] \Xi.
\]
Then system (40) is exponentially mean-square stable with a decay rate \(\alpha > 0\).

C. Dynamic Event-Triggered Control With i.i.d Protocol

The stochastic system (6) under the i.i.d protocol (9) and ET (32) takes the form [cf., (28)]
\[
dx(t) = f_0(t)dt + g(t)dw(t), t \in [t_k, t_{k+1})
\]
where \(f_0(t) = f_3(t) - B\delta(l_k)\) with \(f_3\) given by (28). Choosing Lyapunov functional
\[
V_0 = \tilde{V}_0 + c^{-2}\alpha(t-t_k)\lambda, t \in [t_k, t_{k+1})
\]
where \(\tilde{V}_0\) is obtained from \(V_0\) given by (29) with \(f_3\) changed by \(f_6\), we arrive at the following result.

Theorem 6: Given scalars \(0 \leq \eta_m < \tau_M, \alpha > 0, N \geq 2, g_1\) and \(g_2\) given by (36), let there exist \(n \times n\) matrices \(P > 0, S_1 > 0, S_2 > 0, R_1 > 0, R_2 > 0, F_1 > 0, F_2 > 0, W, n_{y_i} \times n_{u_i}\) matrices \(G_i > 0, Y_i > 0, U_i > 0, Q_i > 0\) \((i = 1, \ldots, N)\) and \(n_u \times n_u\) matrix \(\Psi > 0\) that satisfy (30) and
\[
\dot{\Pi} + \dot{\Pi} \leq 0, \Xi \geq 0
\]
where \(\dot{\Pi}\) is obtained from \(\Pi\) given by (31) with \(\nu\) changed by \(\tilde{\nu} = \nu - B\ell_{N+8}\Xi\) given by (25) and
\[
\Pi = g_1[K C l_{\delta}^T y - g_2] \Xi.
\]
Then system (44) is exponentially mean-square stable with a decay rate \(\alpha > 0\).

Remark 5: Note that due to ET (32), LMIs (38), (42), and (46) have additional terms that are proportional to the triggering parameter \(\sigma \in (0, 1)\). As in Remark 2, we can conclude that LMIs (38), (42), and (46) are always feasible for small enough positive \(\sigma, \eta_m, \tau_M, \alpha\), and \(|D|\).

V. Numerical Example

Consider an air vehicle system taken from [13]
\[
\begin{aligned}
dx_1 &= x_1 dt \\
dx_2 &= (-5x_2 + u) dt \\
dx_3 &= 5(x_1 - x_3) dt + 0.5x_3 dw(t) \\
dx_4 &= 5(x_2 - x_4) dt.
\end{aligned}
\]
We assume that \(x_3\) is affected by state multiplicative noise [17], [21]. Then the corresponding matrices described in (1) are given by
\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & -5 & 0 & 0 \\
0 & 5 & -5 & 0 \\
0 & 5 & 0 & -5
\end{bmatrix}, B = \begin{bmatrix} 1 \\
0 \\
0 \\
0
\end{bmatrix}, D = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]
We choose \(K = [-3.2938, 1.3576, 0.5706, 0.5706] = [k_1, k_2, k_3, k_4]\) and \(C = I_4\) such that \(A + BK C\) is Hurwitz. In the case of \(N = 2\), we consider \(K_2 = [k_1, k_2], K_3 = [k_3, k_4]\) and \(C_1 = [1 0 0 0], C_2 = [0 0 1 0].\) In the case of \(N = 4, K_1, \ldots, K_4\) are the entries of \(K, C_1, \ldots, C_4\) are the rows of \(I_4\). Let \(\mu_m = r_m = 0.005, s_{k+1} - s_k = 0.05,\) and \(\alpha = 0.01\).
network by 96.02%, 95.02%, and 88.06%, and improves the results under the static ET. Here TOD protocol leads to a smaller number of sent control signals than that under i.i.d protocol, whereas (as in 1) RR protocol leads to the best result.

VI. CONCLUSION

In this article, the time-delay approach has been developed for networked systems with state multiplicative noise, where RR, TOD, and i.i.d protocols on the sensor side, and dynamic ET on the controller side are taken into account. Sufficient conditions for the exponential mean-square stability have been obtained in terms of LMIs. The efficiency of the presented approach has been demonstrated by the air vehicle system. Future work will involve improvements by using advanced Lyapunov-based methods.

APPENDIX

A. Proof of Theorem 1

Denote
\[
\begin{align*}
\zeta &= [x^T(t), \int_{t-\eta_m}^t g^T(s)dw(s), x^T(t-\eta_m), \nu_1^T, \\
&\quad \ldots, \nu_N^T, x^T(t-\eta_M)]^T \\
\nu_i &= \int_{t-\tau_i(t)}^{t-\tau_i(t)} g^T(s)dw(s), x^T(t-\tau_i(t)) \\
&\quad \int_{t-\eta_M}^{t-\eta_M} g^T(s)dw(s)]^T.
\end{align*}
\]

For \( t \geq t_0 \) we have
\[
\begin{align*}
\mathcal{L}V_{R_2} + 2\alpha V_{R_2} &= \zeta^T (\text{He}(\ell_4^2 P_0 X_1) + 2\alpha \ell_1^2 P_1 + |D\ell_1^2 P_1|) \zeta \\
\mathcal{L}V_{R_1} + 2\alpha V_{R_1} &= \zeta^T (|\ell_1|_2^2 - \rho_m |\ell_3|_2^2) \zeta \\
\mathcal{L}V_{S_2} + 2\alpha V_{S_2} &= \zeta^T (|\ell_2|_2^2 - \rho_M |\ell_3|_2^2) \zeta \\
\mathcal{L}V_{S_1} + 2\alpha V_{S_1} &= \zeta^T (|\ell_3|_2^2 - \rho_M |\ell_3|_2^2) \zeta \\
\mathcal{L}V_{R_2} + 2\alpha V_{R_2} &= \eta_m |\chi|_2^2 - \int_{t-\eta_m}^t e^{2\alpha(s-t)} |f_1(s)|_2^2 ds
\end{align*}
\]

By using Itô integral property [14], we have
\[
E\left\{ \int_{t-\eta_m}^t e^{2\alpha(s-t)} |g(s)|_2^2 ds \right\} \geq E\left\{ \rho_m |\ell_2|_2^2 \right\}
\]

and
\[
E\left\{ \int_{t-\eta_m}^t e^{2\alpha(s-t)} |g(s)|_2^2 ds \right\} \geq E\left\{ \rho_M |\ell_3|_2^2 \right\}
\]

Applying Theorem 5.9, [14, p. 22] and in view of (50)–(55), we have
\[
E\{\mathcal{L}V_1 + 2\alpha V_1\} \leq E\{\zeta^T \Theta \zeta\} \leq 0
\]
where the second inequality is based on (14). It yields that
\[ E \{ L(e^{2\alpha t}V_t) \} \leq 0. \] By integrating from \( t_0 \) to \( t \), we obtain
\[ E \{ V_t(t) \} \leq e^{2\alpha(t-t_0)}E \{ V(t_0) \}. \] (57)

Since \( \lambda_{\min} \{ P \} \) and \( E \{ x(t)^T \} \leq E \{ V_t(t) \} \) and \( E \{ V_t(t) \} \leq \mu E \{ x(t)^T \} \) for some \( \mu > 0 \), the exponential mean-square stability of (11) is guaranteed.

\[ \square \]

B. Proof of Lemma 1

First, we show that \( V_2 \) does not grow in the reset instant \( t_{k+1} \). From (19), we obtain
\[ V_2(t_{k+1}) - V_2(t_{k+1}) = \sum_{i=1}^{N} \left[ |e_i(t_{k+1})|^2_{Q_i} - |e_i(t_k)|^2_{Q_i} \right] + 2\alpha(t_{k+1} - t_k)|e^T_{i_k}(t_{k+1})Q_{i_k}^{-1}e_{i_k}(t_k)| + \left( \tau_M - \eta_m \right)|V_G(t_{k+1}) - V_G(t_{k+1})| + V_Y(t_{k+1}) - V_Y(t_{k+1}) + \sum_{i=1}^{N} |e_i(t_k)|^2_{\tilde{Q}_i}. \] (58)

Since \( t_{k+1} - t_k \leq \tau_M - \eta_m \), from (20), (22), and (58), we further obtain
\[ E \{ V_2(t_{k+1}) - V_2(t_{k+1}) \} \leq E \left\{ \sum_{i=1}^{N} \left[ |e_i(t_{k+1})|^2_{Q_i} - |e_i(t_k)|^2_{Q_i} \right] + 2\alpha(t_{k+1} - t_k)|e^T_{i_k}(t_{k+1})Q_{i_k}^{-1}e_{i_k}(t_k)| \right\} \]
\[ + \left( \tau_M - \eta_m \right)|V_G(t_{k+1}) - V_G(t_{k+1})| + V_Y(t_{k+1}) - V_Y(t_{k+1}) + \sum_{i=1}^{N} |e_i(t_k)|^2_{\tilde{Q}_i} \]
\[ - \tilde{\rho}_M \sum_{i=1}^{N} \left[ C_i \int_{s_k}^{s_{k+1}} f_2(s)ds \right]^2_{\tilde{G}_i} + C_i \left[ \int_{s_k}^{s_{k+1}} g(s)dw(s) \right]^2_{\tilde{G}_i}. \] (59)

Notice that
\[ x(s_{k+1}) - x(s_k) = \int_{s_k}^{s_{k+1}} f_2(s)ds + \int_{s_k}^{s_{k+1}} g(s)dw(s) \]
and applying (8), (17) with \( 2\alpha(t_{k+1} - t_k) < 1 \), we have
\[ E \{ V_2(t_{k+1}) - V_2(t_{k+1}) \} \leq E \left\{ |\tilde{\kappa}'|_{\tilde{\Lambda}}^2 + \sum_{i=1}^{N} |\kappa_i|^2_{\tilde{\Lambda}} \right\} \] (60)

where \( \tilde{\kappa} = \left[ \int_{s_k}^{s_{k+1}} f_2(s)C_i^Td(s) \int_{s_k}^{s_{k+1}} g^T(s)C_i^Tdw(s) \right]^T \), \( \kappa_i = [\tilde{\kappa}_i, e^T_{i_k}(t_k)]^T \) and \( \tilde{\Lambda} \) is obtained from \( \Lambda \) by taking away the last block-column and block-row. It is clear that (23) proves (24).

Next, we show the exponential mean-square stability of (18). From \( e^{2\alpha t}L_{V_2} + 2\alpha V_2 \leq 0 \), it follows that
\[ E \{ V_2(t_t) \} \leq E \{ e^{2\alpha(t-t_0)}V_2(t_0) \}, \quad t \in [t_k, t_{k+1}] \] (61)

By using mathematical induction with (24), we arrive at
\[ E \{ V_2(t_t) \} \leq E \{ e^{2\alpha(t-t_0)}V_2(t_0) \}, \quad t \geq t_0. \] (62)

The end of the proof is similar to that of Theorem 1.

\[ \square \]

C. Proof of Theorem 4

From (32) and (35), we have
\[ \dot{\lambda}(t) \leq \frac{L_{k+1} - L_k}{t_{k+1} - t_k} \left[ \sigma |u(t_k)|^2_{\tilde{G}} - \beta |\delta(t_k)|^2_{\tilde{G}} \right], \quad t \in [t_k, t_{k+1}]. \] (63)

By using the notations (36), we have
\[ \dot{\lambda}(t) \leq \frac{L_{k+1} - L_k}{t_{k+1} - t_k} \left[ u(t_k)^2_{\tilde{G}} - \beta |\delta(t_k)|^2_{\tilde{G}} \right] \]
\[ = \tilde{\lambda}(t) \dot{\Theta}(t), \quad t \in [t_k, t_{k+1}]. \] (64)

Here \( \tilde{\Theta}(t) = [\tilde{\lambda}(t), \tilde{\lambda}^T(t)] \) and \( \dot{\Theta} \) is given by (39). We consider the Lyapunov functional
\[ \dot{V}_4 = \dot{V}_1 + e^{-2\alpha(t-t_k)}\lambda(t) \dot{\Theta}(t) \]
\[ t \in [t_k, t_{k+1}]. \] (65)

Following the proof of Theorem 1, we arrive at
\[ E \{ \dot{V}_1 + \lambda(t) \dot{\Theta}(t) \} \leq E \{ \tilde{\lambda}(t) \tilde{\Theta}(t) \}, \quad t \geq t_0 \] (66)

where \( \dot{\Theta} \) is given by (38). Combining (65) and (66) yields
\[ E \{ \dot{V}_4 + 2\alpha V_4 \} \leq E \{ \tilde{\lambda}(t) \tilde{\Theta}(t) \} \leq 0 \]
\[ t \in [t_k, t_{k+1}]. \] (67)

Similar to the end of the proof of Theorem 1, we can conclude that the exponential mean-square stability of (37) is guaranteed.

\[ \square \]
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