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1. Introduction  

 The objective of the proposed research is twofold. At the first stage we intend to develop an 

efficient three-dimensional time marching solver yielding reliable DNS (direct numerical 

simulation) results for confined three-dimensional flows in flow regions with realistic physical 

boundary conditions. The term “realistic boundary conditions” assume those conditions that can be 

realized experimentally, e.g., no-slip conditions. An example of “unrealistic conditions” in this 

sense is conditions of translational symmetry. The numerical solution must be obtained with   a 

reliable accuracy, which means use of fine grids. We had set effective computations using a non-

uniform grid of 1003 nodes as a primary target. For test calculations we consider two well-known 

model flows in a three-dimensional rectangular box: a natural convection flow and a three-

dimensional lid-driven cavity flow. Two-dimensional versions of these problems are used for 

benchmarking purposes only. At the second stage of the research a series of DNS computations 

will be carried out with the purpose to study supercritical oscillatory flow regimes. To complete 

this task it will be necessary to gather a large amount of numerical data, sufficient for its statistical 

post-processing. We estimate that we’ll need several tens of thousands time steps corresponding to 

analyze a single asymptotically stable unsteady regime. Therefore we are searching for a numerical 

method yielding the least CPU-time consuming time integration. Having in mind future 

applications of this method to applied problems of materials processing we do not want our 

numerical method to be restricted by a certain type of boundary conditions or shape of flow 

domain. We are willing also to check a possibility of transformation of our three-dimensional time-

stepper into a fully three-dimensional stability solver.  

Time marching solver: we discuss a possible acceleration of 2D and 3D time marching 

algorithms by implementation of a direct linear sparse matrices solver to the time-propagation 

operator itself, or a similar semi-analytical approach to the inner iteration of a multigrid iteration 

procedure. Both approaches do not need the pressure-velocity decoupling, which is already an 

advantage [ 1].  In the first case the solution is based on an LU factorization of the Stokes operator, 

defined on the whole computational domain. The LU factorization is carried out by a direct 

multifrontal sparse solver (we use the MUMPS package) and is performed only once at the 

beginning of the time-stepping procedure. The successive calculation of the velocity and pressure 

fields is obtained by the backward substitution procedure also realized for sparse triangular L and 

U matrices.  

Another approach utilizes the block implicit multigrid solution based on a coupled line Gauss-

Seidel smoother (CLGS) [ 2]. The line-wise smoother computes pressure and velocity corrections 

simultaneously over the entire row of finite volumes. We had derived an analytical solution of this 

assembled equations system, which drastically accelerated the whole iterative process. The 

modified method is extremely fast since it needs no more than O(5N) operations to compute the 

values of N corrections over the entire row for both 2D and 3D geometries. A typical V-cycle 

technique [ 3] is used for multigrid solution of the problem. 
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Natural convection flow:  natural convection is produced by non-uniform density distribution 

resulted by the fluid temperature deviation. The phenomenon is of considerable scientific and 

engineering importance relating to the problems of crystal growth, solar energy collectors, 

electronic equipment cooling, thermal comfort in buildings and compartment fires. It has been 

extensively studied inside rectangular two- and three-dimensional cavities because of geometrical 

simplicity of the boundary conditions. Most of them can be classified in three main groups: cavities 

where the flow is due to internal heat generation, cavities heated from below (Rayleigh-Bernard 

configuration), and those heated or cooled from their sides. The configuration of the latter class 

named also differentially heated cavity is an objective of the present research.  

Lid-driven cavity flow: the motion of a Newtonian fluid within a lid-driven rectangular three-

dimensional cavity is maintained by the continuous momentum diffusion from the moving wall. 

Large pressure gradients existing close to the cavity non-slip boundaries, lead to three-dimensional 

flow phenomenon. Therefore, despite its simple geometry, the lid-driven cavity flow exhibits 

features of more complex geometry flows, comprising one of the most important benchmarks for 

numerical Navier-Stokes (NS) solvers. 
   

2. Scientific Background 
Natural convection in enclosures, as well as lid-driven cavity flow are traditional benchmark 

problems widely used in computational fluid mechanics. Having simple geometry and boundary 

conditions both configurations allow us to examine ability of different CFD methods to predict 

features of complex flows governed by NS and energy equations. 

An extensive literature survey reveals a large number of papers devoted to natural convection 

and lid-driven cavity flows. Here we review only those that are directly relevant to the present 

study.  
    

2.1 Free convection in a differentially heated cavity 

2.1.1 Steady state flows 
Steady state flows in a two dimensional thermally-driven cavity have been used to validate 

numerical models during last three decades. The main benchmark case proposed by G. de Vahl 

Davis [ 4] corresponds to the air convection with Prandtl number of 0.71. Benchmark-quality steady 

state solutions for the Rayleigh numbers of 103,104,105and 106 and adiabatic horizontal walls were 

obtained by Le Quere and Alziary de Roquefort [ 5]. These results are in good agreement with those 

obtained in later studies [ 6- 8] that applied stretching at the near-wall regions to resolve very thin 

boundary layers developing at large Rayleigh numbers of 106 and more. Along with two-

dimensional studies continuing also nowadays, convection in three-dimensional differentially 

heated cavity had being explored. Pioneering three-dimensional studies were performed on rather 

coarse grids and intended to obtain qualitative visualization of the flow rather then its quantitative 

characteristics (see e.g. [ 9, 10]). Further 3D studies [ 11- 14] focused on revealing of similarities and 

discrepancies between two- and three-dimensional flows. It was shown that the flow exhibits clear 

three-dimensional properties close to non-slip boundaries. In more recent studies the steady state 
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solutions for values of Rayleigh number varying between 104 and 107 on 1113 grid [ 15] and 1203 

grid [ 16] were calculated. The results reported in [ 16] were obtained for a high grid resolution and 

fourth order finite-differences scheme are therefore are believed to be rather accurate. Therefore 

they are used as a reference for the validation of the numerical code developed in the present study.  
 
2.1.2 Transition to unsteadiness and unsteady flows 
Despite a clear three-dimensional physics of the phenomena the prohibitive computational 

costs of the three-dimensional numerical simulations restricted the majority of previous studies on 

steady states, transition and supercritical natural convection flows in enclosed cavities to two 

dimensional formulations.  

The configuration with perfectly conducting horizontal walls is more unstable than the 

configuration with adiabatic ones due to the presence of high temperature areas at the bottom of the 

cavity. The transition to unsteadiness in a square cavity with conducting horizontal walls was 

studied by Winters [ 17] who obtained a critical number Racr=2.109×106. Later it was confirmed by 

Jones and Briggs [ 18] performing three-dimensional experiments and two-dimensional numerical 

simulations. For the square cavity with adiabatic horizontal walls, the critical Rayleigh number is 

close to 1.82×108 [ 19], which is almost two orders of magnitude larger than that for conducting 

boundaries. Le Quere [ 20] studied convection in a cavity with adiabatic horizontal walls and height 

to length aspect ratio equal to 4 and found a primary Hopf bifurcation at Racr=1.03×108. He 

observed also a chaotic behavior beyond Ra=2.3×108. An extensive two-dimensional unsteady 

analysis for differentially heated cavity with height to length aspect ratio 8 was performed by Xin 

and Le Quere [ 21]. It was found that beyond a critical Rayleigh number, the flow becomes time 

dependent (periodic, chaotic and eventually fully turbulent). This problem was also defined as a 

benchmark case with the main bulk of results summarized in [ 22]. For this configuration, the 

critical Rayleigh number is Racr =3.0619×105. In addition, a valuable experimental [ 23 24] and 

numerical [ 25] data was obtained investigating supercritical flows in two-dimensional square and 

three-dimensional tall cavities, respectively. 

The transition from quasi-two-dimensional steady laminar to a three-dimensional time-

dependent regime was first considered in [ 26] for the case of perfectly conducting horizontal walls 

in a cubic cavity with solid vertical walls and numerically imposing flow symmetries. The study 

was then extended to the configuration of differentially heated cubic cavity for the case of adiabatic 

horizontal walls [ 27]. It was found that the critical Rayleigh numbers for the transition to 

unsteadiness are between 2.25÷2.35×106 and between 2.5÷ 3×108 for configurations with perfectly 

conducting and adiabatic horizontal walls, respectively, which is larger than those of the two-

dimensional configurations. Only several unsteady studies have been performed regarding realistic 

boundary conditions, without assuming symmetry or periodicity. Fusegi et al. [ 28] investigated an 

oscillatory flow regime for the case of perfectly conducting walls in a cubic cavity for Ra=8.5×106. 

Labrosse et al. [ 29] extended this study for the configuration with adiabatic horizontal walls and 

found a non-symmetric transition for Ra= 3.19×107, which is significantly lower than in the similar 

two-dimensional case. A number of DNS was performed to obtain a time-averaged quantities and 
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statistics of the supercritical flows [ 30, 31]. However, three-dimensional structure of confined 

convective flows is far from being fully understood. Many differences between numerical and 

experimental results remain unexplained. For example, thermal stratification in the cavity still 

cannot be predicted well [ 25]. Moreover, the existing DNS results [ 30, 33] needed to be improved 

since they are restricted to periodical boundary conditions in second horizontal direction and are 

performed on a too coarse grids with less than 100 nodes in the shortest direction, which according 

to Gelfgat [ 34] would not provide the quantitatively correct results.  
 

2.2 Lid-driven cavity flow 
2.2.1 Steady state flows 
The steady state lid-driven cavity flow is considered as a classical test problem for the 

assessment of numerical methods and validation of NS codes. Ghia et al. [ 35] and Schreiber and 

Keller [ 36] were among the first to report benchmark data on the lid-driven cavity flow. At about 

the same time, the interest in the flow physics of confined recirculating flows was revived after the 

pioneering works of Burgraf [ 37] and Pan and Acrivos [ 38]. The renewed interest led to a series of 

papers focusing on three-dimensional vertical structures and on end-wall effects, see e.g. [ 39, 40]. 

Over the years the grid resolution and the numerical accuracy were significantly improved and 

even more accurate solutions of the two-dimensional problem have been obtained using spectral 

methods [ 41, 42]. 

Three-dimensional properties of the lid-driven cavity flow have been firstly studied by Davis 

and Mallinson [ 43] and Goda [ 44]. The relevance of three-dimensional flows in general was 

demonstrated by Freitas et al [ 45]. In particular, three-dimensional effects near the end-walls of a 

finite-size system, which always exist in a laboratory setup, were emphasized in [ 46]. During last 

years, further three-dimensional steady state calculations have been performed, e.g., in [ 47- 50]. 

Studies of [ 51- 54] primarily focused on the flow structure topology and not on benchmarking. 

Recently an accurate three-dimensional benchmark solution was obtained by Albensoeder and 

Kuhlmann [ 55] who treated a steady state flow at Re=103 by a Chebyshev-collocation method, 

providing a high spatial accuracy of the results.   These results are used here as a reference for 

validation of the present numerical model. 
 
2.2.2 Transition to unsteadiness and unsteady flows 
Since two-dimensional, time-dependent calculations are significantly less costly than full 

three-dimensional simulations, the Hopf bifurcation at high Reynolds numbers of purely two-

dimensional flow was extensively investigated with a rather good precision [ 56- 60]. Being 

important for benchmarking these resluts cannot describe completely realistic 3D flows. The 

oscillatory two-dimensional flows exist for such high Reynolds numbers Re=O(104) that they are 

very unlikely to be observed experimentally. Albensoeder et al. [ 61] showed that quasi-two-

dimensional steady flow becomes unstable to genuinely three-dimensional flows at Reynolds 

number one order of magnitude smaller than those at which the two-dimensional flow oscillations 

have been computed. In order to clarify the observed three-dimensional flow structures numerically 
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a series of benchmark tests for the lid-driven cavity was undertaken for a Reynolds number of 

3200. The results, however, remained inconclusive, since the numerical simulations obtained by 

different methods and resolutions exhibited a significant disagreement [ 62].  

After becoming unsteady, with further increase of the Reynolds number the three-dimensional 

cavity flow develops into a turbulent regime. Surprisingly, there is almost no numerical results for 

Reynolds numbers of the order of Re=O(104) and larger except DNS study by  Leiriche and 

Gavrilakis [ 63] and LES (Large Eddy Simulation) simulation by Bouffanias et al. [ 64].  

The foregoing survey revealed a severe lack of numerical data describing the three-

dimensional flow transitions to unsteadiness and hydrodynamic features of supercritical flows 

regarding thermally- and lid-driven cavities. Taking into account the physical and technological 

significance of laminar three-dimensional supercritical flows and continuous growth of 

computational recourses a systematic study of three-dimensional supercritical flows should be 

performed. The main guidelines and purposes of the present research are detailed in the next 

section.  

3. Research Objectives and Significance 
The aim of the present research is to perform systematic study of three-dimensional steady 

and supercritical flows developing in differentially heated or lid-driven rectangular three-

dimensional boxes. For each configuration no-slip boundary conditions are applied in all the spatial 

directions. The main goal is to to determine important topology characteristics of three-

dimensional steady and unsteady flows in configurations that can be realized in a laboratory 

experiment. The numerical simulations performed with high temporal and spatial resolutions, (no 

less the 100 nodes in the shortest direction as was stated in [ 34]) providing full-scale spectrum of 

the frequencies and eddies characterizing the specific flow. The performed research would extend 

our understanding of the flow pattern spatio-temporal evolution at large Grashof and Reynolds 

numbers. The study includes:   

i. Development of a robust numerical tool for solving unsteady three-dimensional NS and 

energy equations. An extensive validation study should be performed by a comparison of 

obtained results with existing benchmark solutions. Particular emphasis should be placed on 

numerical robustness augmenting of the developed algorithm by utilizing the semi-implicit 

temporal discretization of convective terms. This would allow to enlarge the time step and to 

provide a necessary amount of numerical data needed for forthcoming statistical post-

processing. Last but not least, the numerical simulations should be accelerated by the code 

parallelization taking advantage of available modern, massively parallel supercomputers.  

ii.  Direct numerical simulation will be carried out for thermally- and lid-driven cavities. Both 

transient and periodical states of the flow posses long time scales requiring long integration 

times (no less then several hundred periods in the case of a periodic flow). The critical 

Reynolds and Grashof numbers corresponding to the first Hopf bifurcation point for steady-

periodical transition would be obtained, which will be followed by an attempt to localize 

consequent bifurcations. Given the detailed full-scale numerical data would provide the basis 
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for considering the scaling behavior of the mean temperature, the mean velocity profile and 

of the profiles of different turbulence statistics.  

iii.  The post-processing of supercritical oscillatory regimes should be performed in terms of 

statistical turbulence parameters: mean values of the primitive variables (velocity 

components, pressure and temperature), Reynolds stresses, velocity correlations, turbulence 

intensity, and turbulence kinetic energy. Such statistic analysis would shed light on spatial 

topology of supercritical flows, determining the dominant flow scales and hydrodynamic 

mechanisms responsible for the flow redistribution inside the cavities. A large enough 

amount of the time-dependent data will allow also for calculations of such stochastic 

properties as Lyapunov exponents and fractal dimensions. 

iv. As an option a problem of stability of steady convective and lid-driven flows may be studied. 

The onset of oscillatory instability for the flow in differentially heated and lid-driven cavities 

will be located by computing a steady-state and analyzing its stability via an eigenvalue 

problem. The analysis would reveal the characteristics and the manner of mutual influence of 

dominant modes determining the system physics. The stability analysis implies development 

of an effective three-dimensional steady state solver, which would be based on the Newton-

Raphson method owing to non-linear character of the NS equations. 
 
4. Methodology and Research plan 
4.1 Formulation of the problem. 

4.1.1 Differentially heated cavity – governing equations.  
Natural convection in a three dimensional box of length W, height H and width D is considered 

(see Fig. 1). The box aspect ratio is A=H/W and the width ratio is B=D/W. Two opposite vertical 

walls of the box are maintained at different constant temperatures whereas all four remaining walls 

are either adiabatic or perfectly conducting.  
 

 

 

 

 

 

 

 

 

 
Figure 1. Differentially heated cavity -physical model and coordinate system. 

The flow is described by the momentum, energy and continuity equations in the Boussinesq 

approximation. Following Ref. [ 21], the dimensionless governing equations are: 
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where u=(u,v,w), p, t, and θ are the dimensionless velocity, pressure, time and temperature, 

respectively, and ze
�

 is the unit vector in the z direction. These non-dimensional equations were 

obtained using characteristic length W (see Fig.1), buoyancy velocity scaleU g W Tβ= ∆ , time 

scale /t W U= , and pressure scale 2P Uρ= . Here ρ is the mass density, g is the gravitational 

acceleration, β is the isobaric coefficient of thermal expansion, and H CT T T∆ = −  is the temperature 

difference between the hot and cold walls. The dimensionless temperature θ is defined in terms of 

the wall temperature difference as: 
)4( ( )CT T Tθ = − ∆  

The Grashof number is 

)5( 
3

2
Gr

g TWβ
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= 

and the Prandtl number is    
)6( Pr ν α=  

where ν  is the kinematic viscosity, and α is the thermal diffusivity. 
 
4.1.2 Lid-driven cavity -governing equations.  
Lid driven flow inside a box of length W, height H and width D is considered (see Fig. 2). 

Similarly to the previous model the cavity is characterized by aspect and width ratios defined as 

A=H/W and B=D/W, respectively.  The top wall of the cavity is moving in y direction with a 

constant velocity v, while all other cavity walls are stationary. No external body forces are acting. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Lid-driven cavity - physical model and coordinate system. 
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The flow is described by the momentum and continuity equations. The dimensionless governing 

equations are: 
)7( 0∇ ⋅ =u 

)8( ( ) 1 2Rep
t

−∂
+ ⋅∇ = − ∇ + ∇

∂
u

u u u 

where u=(u,v,w), t and  p are the dimensionless velocity, time and pressure respectively. The 

dimensionless equations were obtained utilizing the characteristic length W (see Fig.2), velocity 

scale U v=  and scales for time and pressure similar to those chosen for the differentially heated 

cavity. 
  
4.2. Discretization in time and space. 
The time derivative in the unsteady momentum and the energy equations is approximated by a 

second order backward differentiation formula: 
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In both models diffusion terms are treated implicitly while convective terms are treated explicitly. 

In the free convection problem, rearranging of all explicit terms to the right hand side (RHS) allows 

one to decouple the energy equation (3) from the continuity and momentum equations (1) and (2) 

and to present the momentum equation (2) in the form defined by the Stokes operator. The 

momentum equation (8) in the lid-driven cavity problem is treated in the same way. Due to the 

explicit advancement of the nonlinear terms, the overall scheme is subjected to restrictions in the 

size of the time step. Thus the time increment must satisfy the usual Courant number criterion for 

purely explicit schemes: 

)10( x y z/ 1.0, / 1.0, / 1.0C u t x C v t y C w t y= ∆ ∆ < = ∆ ∆ < = ∆ ∆ < 
Also, when a non-zero value of kinematic viscosity and thermal diffusivity are used, momentum 

and thermal energy must not diffuse more than one cell in one time step, leading to: 
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2
t x y zν α  ∆ ∆ + ∆ + ∆ ≤  

Through the number of numerical tests it was found that for discretization having no less than 100 
nodes in the shortest direction the time steps of 21 10t −∆ = ×  and 34 10t −∆ = ×  convergence to 
steady states insensitively to initial  conditions for regular and stretched grids, respectively.  
 

4.2.1 Differentially heated cavity –the numerical procedure. 
Calculations in this case proceed as follows. 

1. Assume initial pressure and velocity distributions and solve the energy Eq. (3): 
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2. Substitute the obtained temperature into the momentum equations and solve the coupled 
continuity - momentum Eqs. (1) – (2):  
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A conservative second order accuracy finite volume method [ 65] is used for the spatial 
discretization of the Eqs. 12-14). A staggered mesh (see Fig.3) has been used to eliminate the 
possibility of checkerboard volumes of pressure and velocity fields [ 65].  

 

 

 

 

 

 

 

 

 

 

 

             

                    

(a)                                                                                (b) 

Fig.3 Staggered grid arrangement (a) control volume for scalar fields, (b) control volume for u velocity 

component. 

Note that the control volumes for v and w velocity components are directly obtained by a 90° 

rotation of the u component control volume (see Fig. 3-b) around the z and the y axis, respectively.  

Utilizing the staggered grid arrangement (see Fig.3), we derive finite volume discretization of Eqs. 

(12-14) : 
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convective terms known from previous time step (see Appendix A[70] for the  discretization 

details). 
 

4.2.2 Lid-driven cavity -numerical procedure. 
The discretization of continuity and momentum equations (7-8) is performed in the same way as   

for the differentially heated cavity: 
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where the expressions for the all coefficients and RHS parts are derived by the same finite volume 

discretization as for  differentially heated cavity (see Appendix A[70] for the  discretization 

details) . As for the previous model the discretized equations (18) and (19.1)-(19.3) are solved with 

a complete coupling of pressure and velocity. 
 
4.2 Solution algorithms  

4.2.1The Full Pressure Coupled Direct (FPCD) Solution.  
The algorithm is based on an LU factorization of the Stokes operator, defined on the whole 

computational domain. The LU factorization is carried out by a direct multifrontal sparse solver 

(we use the MUMPS package) and is performed only once at the beginning of the time-stepping 

procedure. The successive calculation of the velocity and pressure fields is obtained by the 

backward substitution procedure also realized for sparse triangular L and U matrices. Due to 

effective utilization of the matrix sparsity both LU- factorization and back substitution are 

relatively fast. The characteristic CPU times and memory requirements needed for the LU-

factorization are detailed in [ 34]. The flow chart of the algorithm is detailed in Appendix B[70].  

The boundary conditions are of the Dirichlet type for velocities (no slip boundary condition), 

the Dirichlet and the Newman type for temperatures (perfectly conducting or adiabatic walls 

respectively). No pressure boundary conditions are needed because eqs. (19.1)-(19.3) include 

pressure values in inner nodes only. The resulting system is singular since the pressure is defined 

within an addition of a constant. The singularity is removed by adding a Dirichlet point at the 

corner node. For free convection flow inside the differentially heated cavity the decoupled energy 

equation (3) was solved by the Bi-CGSTAB algorithm [ 66]. By this way we decrease a computer 

memory usage up to about 20 percent comparing with solving the same equation by the MUMPS 

package. It was also found that for the energy equation the Bi-CGSTAB and the MUMPS consume 

almost same CPU time. 
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4.2.2 The Multigrid Solution.  
The developed algorithm is a modification of the method originally developed and validated 

by Vanka for a square [ 67] and cubic [ 68] lid-driving cavities. Linearity of the Stokes operator 

allows us to use the correction scheme (CS) of Ref. [ 69] and the Coupled Line Gauss-Seidel 

smoother (CLGS) developed in [ 2]. A typical V-cycle technique [ 3] is used for the multigrid 

iterations. A flowchart and detailed explanations can be found in Appendix C [70]. Contrary to so 

called self-controlling algorithms detailed in [ 67, 68] the V-cycle technique is controlled only by the 

rate of convergence and does not require any additional accommodative criteria for switching from 

one grid to another [ 69]. Therefore it is expected to be more efficient for analysis of unsteady flows 

proceeding with small time intervals and characterized by small flow variations between two 

sequential time steps. The line-wise smoother computes the pressure and the velocity corrections 

simultaneously over the entire row of finite volumes. We derived an analytical solution of this 

assembled equations system. The modified method, based on Accelerated Semi-Analytic Coupled 

Line Gauss-Seidel smoother (ASA-CLGS) is extremely fast since it needs no more than O(5N) 

operations to compute the values of N corrections over the entire row for both 2D and 3D 

geometries. The overall complexity of the algorithm however is larger and strongly depends on a 

discretization method, as a result of additional computations involved in updating RHS parts after 

obtaining the corrections over each row. The characteristic CPU times consumed for a single time 

step per one node and per one CPU for both approaches are of order 5×10-3
 msec and 10-2 msec for 2D 

and 3D calculations, respectively. 
 
4.2.2.1 The ASA-CLGS smoother details 
We start the description from the characteristic matrix for the coupled pressure-velocity 

corrections for the SCGS smoother developed in [ 67]. This matrix is illustrated in Fig.4.  
 

 

 

 

 

 

 
 
 
Fig.4 Single finite volume matrix for Symmetrical Coupled Gauss-Seidel (SCGS) smoother [ 67]. 
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immediately added to the values of the current solution. Under-relaxation is implemented by 

adding a fraction of the calculated correction to the current variables. 

The cell-wise implementation described above is known to have poor convergence 

characteristics when grids are stretched or the flow is largely unidirectional. An improvement can 

be achieved by an update of variables for the entire line (column or row). This concept was firstly 

proposed by Zeng  and Wesseling [ 1] who used a block-tridiagonal structure of the matrix 

assembled from  the matrices corresponding to single lines of finite volumes. The corresponding 

linear equations system is solved by the standard backward-forward substitution. Our study extends 

the approach of [ 1] by derivation of an analytical solution for the system of correction equations 

corresponding to one line. A schematic of the developed algorithm for the two-dimensional 

geometry is shown in Fig.5. 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

Fig.5 A schematic description of ASA-CLGS smoother. 
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k-1, together with a zero value of k'v  yields an analytical solution for thek-1'p . Once the k-1'p  

correction is found its backward substitution into the equations for k-4, k-3, k-2 nodes yields 

the k-2'u , k-3'u k-4'v  corrections. The procedure is successively repeated for all volumes along the 

given line, providing the values of all corrections. The developed solver is easily extended to three-

dimensional geometry by treating a line of three-dimensional finite volumes. 

To estimate the complexity of the developed algorithm for the two-dimensional geometry we write 

it in a vector form as follows: 

)20( 

( )k-1 1 2 2 3 3 4 1 4 k 5

6 9 4k-4

k-3 7 k-1 10 3

k-2 8 11 2

' ' /

'

' '

'

k k k k

k

k

k

p c R c R c R R c v c

c c Rv

u c p c R

u c c R

− − − −

−

−

−

= + + + +

    
     = × +    
         

 

Were c1: c11 are known coefficients, which are calculated only once at the beginning of the process. 

Thus, we need 11 multiplications and divisions and 8 summations to calculate 4 corrections (N=4) 

for the one volume that is approximately equal to O(5N) complexity. For the three-dimensional 

geometry the complexity is obtained by the same way and it also does not exceed O(5N) value. 

 

5. Preliminary Results 
An extensive validation study was performed with both FPCD and multigrid algorithms for two- 

and three-dimensional geometries. Our two-dimensional results and comparison with the previous 

benchmark studies [ 5, 6 8, 21, 34] are presented in Appendix D[70]. It should be noted that the 

FPCD algorithm is extremely memory demanding for three-dimensional calculations, and as for 

now is restricted only to 403 grid resolution, which is insufficient for obtaining quantitatively 

reliable results [ 34]. This chapter presents only the multigrid algorithm validation results obtained 

for the three-dimensional geometry and 1033 grid resolution. 
 
 5.1 Differentially heated cubic cavity.  
Table 1 presents the comparison between the independent solutions of the present study and the 

benchmark solutions obtained by Wakashima and Saitoh [ 16] for differentially heated cavity with 

adiabatic horizontal walls and 1203 grid resolution. Here the Rayleigh number Ra is equal to  

)21(         Ra=Gr×Pr 
and an average Nusselt number determining the thermal flow rate trough the plane with a normal in 
y direction is :  

)22(       

1 1

y

0 0

Nu Pr GrV dx dz
Y

θ
θ

∂ = − ∂ ∫ ∫ 

The obtained results are in very good agreement with the corresponding benchmark solutions 

reported in [ 16]. Note that the maximum deviation between the results does not exceed 1.3 

percents. Equal Nuy numbers obtained for both isothermal vertical boundaries validate the heat 

balance inside the cavity. 
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Table 1. Summary of the present and the benchmark solutions for the differentially heated cavity with adiabatic 

horizontal walls.  
 
5.2 Lid-driven cubic cavity.  
Figure 6 shows a comparison between velocity and pressure fields obtained by Albensoeder and 

Kuhlmann [ 55] for the cubic cavity with 963 grid resolution and the corresponding results of the 

present study. It is seen that a very good agreement exists between the velocity distributions (see 

Fig. 6-a) along the whole centerline for both regular and stretched grids. Regarding the pressure 

distribution (see Fig. 6-b), the stretched grid seems to provide more accurate results at the vicinity 

of the cavity boundaries and does not improve pressure field accuracy far from them. 
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       (b) 
Figure 6. A comparison between Albensoeder and Kuhlman [ 55] and the present solutions for: (a) velocity 

distribution along centerline in z direction (x=0.5,y=0.5); (b) pressure distribution along centerline in z direction 

(x=0.5,y=0.5) . 

6. Time Schedule for the Research 

The detailed time schedule of the future research is detailed in table 2.  
 

Table 2. Time schedule for the research   

The final report is expected to be ready at the second half of 2010. 

 

 

2008 2009 2010                                      Time schedule 

Planned activity 6-9 10-12 1-4 5-8 9-12 1-3 4-6 7-8 

Code parallelization and validation X X       

Semi-implicit representation of the 

convective terms 

 X X      

Time marching numerical simulations  X X X X    

Statistical post-processing    X X X   

Steady solver development (optional)     X X X  

Stability analysis (optional)      X X  

Final Ph.D. thesis writing      X X X 
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