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Fig. S1.3D surface plotof an actual sperm cell(A) vs. its ellipsoid modekB),
from various viewpoints. The actuakhape of theperm cell idased on the
resuls of the tomographic reconstructiotainedfor experimental data
(Fig. 2 in the main textland coincides with the predicted shape of the head.
Unlike the inner organelles of the sperm cell head, the 3D shdpesgerm
cell head surfaces well known. The ellipsoid modein B wascalculated
based onhehologramsof the same celbsexplained in Methods Section 3.8
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Fig. 2. Experimentally recovered orientation of a human sperm cell during free
swim. (A) Roll angle.(B) Pitch angle.
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Fig. S3. Comparison of various parameterscalculated for the actual sperm cell
head and the ellipsoid model, demonstrating negligible errors in
calculating head orientation based on this mode(A) Major radius.The
rootmean squared erroRKISE)is 0.069; | between the ressibbtained
from the sperm cell and ellipsoid modahd0.07¢{ i between the result
obtained from theperm cell and the hologram@®) Minor radius.The RMSE
is 0.1t I bothbetween theesultsobtained from the sperm cell atite
ellipsoid model, antbetween the resdbbtained from the sperm cell and the
hologramsHere, wealso show the result obtained for the sperm cell when
adding aconstanbiasof 1.5 pixelsto correct segmentation erroAfter
removingthe constanbias, the RMSEs reduced t®.03t | between the
result obtained from the sperm cell ahdellipsoid model, an®.034 { |
between the res@bbtained from the sperm cell and the holograi@$ Yaw
angle.The RMSE between the result obtained from the sperm cethand
ellipsoid model isl.16°. Thenativeyaw angleshown hereannotbe
reconstructed from thigologramitself, thusthis third curve is not shown here.
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Fig. $4. Simulation results verifying that the exactsetof orientations obtained
from the experimental dataof the freely swimming sperm can obtain
high-quality tomographic reconstruction. (A) Groundtruth model of theRlI
distributionof a sperm headqB) Reconstructed RI distributianbtained by
usingexactlythe sameorientationghathave beemvailable in the
experimental cas€C) Reconstruction oRI distributionmodelusingasingle
axis 36 rotation at5J angularincrementsshowingalmost identical
reconstruction quality as B. In theleftmostcolumn the 3D rendering is
shown,with the correspondintggend providedh the bottom right cornein
the second column a m@ Usection is shown. In the third column a mid
U Usection is shown. In the fourth column a raid Usection is shown. The
colorbar on the righdlisplaysRI values for the slice images.
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Fig. S5. 3D RI reconstructionsof two additional sperm headsuring free
swim. (A) Reconstruction based on 1000 frames, recorded at 2000 fps.
(B) Reconstruction based on 500 frames, recorded at 1000 fps.
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Fig. S6. Diagram of optical system used to acquire the quantitative phase maps of
the freely swimming sperm. S, sample; MO, microscope objectivd;, tube
lens; L1- L4, achromatic lenses; BBeam splitter; RR1, RR2, retreflector
mirrors.
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Fig. S7. An example of the binary and weighting maps used for the recursive
function (findFOC), for the frame shown in Fig.3 in the main text
(A) OLDMAP. (B) OLDMAP2.
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Fig. S8 Major and minor radius measuredfor the experimental data before and
after smoothing. (A) Minor radius (B) Major radius

Fig. S9 Method of finding the sperm headroll direction. Red arrows indicate
"Q T, and blue arrows indicat® Tt (A) Clockwise: higher values af
are obtained for the blue arrowQ( Tt . (B) Counterclockwise: higher
values oft are obtained for the red arrow®( 1.



Materials and Methods

Detailed algorithm (psudccode) for processing the flagellum

The recursivefunction, namedfindFOC, takes as input the coordinates of thst

voxel thathas beendentified thereconstructeccomplex field stack for that frame,

six location maps (hit, hitc, hitz, OLDMAP, OLDMAPz, and OLDMAP2), an
iteration counting arameter, the slope of the current segmentntise level mode,

and a validity flag variable initialized as a positive integer. The hit, hitc and hitz
location maps store nexero values inyw) locations identified as beingssociated

with the flagellum for the current framewhere the first stores consecutive integers
thatincrease as thiop progresss (iteration count), the second stores "1"s, and the
third stores the recovered depth for that location. OLDMAP is simply the hitc map for
the pevious frame, OLDMAPz is the hitz map for the previous frame, and
OLDMAP?2 is a dilated version of OLDMAPOLDMAP?2 is generated bypplying
multiple morphological dilations to OLDMAP with a dislhaped structuring element

1 pixel insize, where pixels added by later dilations get a lower weight, yielding a
weighting objecthat relies on smoothness (see Fig. S7) to inditegdikelihoodof

finding sperm pixelsin orderto keep the endpoimh OLDMAP?2 intact, we then zero

out a &5 pixel environment around the row and column detected as associated with
the end of the flagellum, defined as 3 pixels to each side, and 5 pixels forward, rotated
at the direction of the slope of the last detected segment. For the first iteration of each
frame, weusethe coordinatef the seed pointhe estimated slope at the neck|
calculatedin Section3.3 and a neutralie., 0) noise level mode. For the first frame
processed, we use an altered version of the function (findFOCO) that does not require
OLDMAP and OLDMAP2.

The findFOCfunction is composed dbur parts

1. Initial estimation of current segment direction & (e:;¢ ) coordinates of the
next voxelassociated with theflagellum. In this part, we calculate the phase
profile for the depthestimated from the previous vox@&l (, and clean it by
multiplying it by the weighting map OLDMAP2 (for findFOCO: using the
TALCC function, with the parameters calculated from the previous iteration).
Then, we estimate the slope at the previlmesition ¢ ,w); if the iteration
counting parameter is lower than a fixed threshold, indicating that we are near
the head, the slope malculated based on thresholding the phase image to
leave the head, and taking the orientation of the ellipse that has the same
normalized second central moments as its binary mask. Otherwise, we crop
the OLDMAP (for findFOCQO: hitc) binary mask using adtk window size
centered orfw ,w ), and estimate the orientation of the remaining object. This
procedure only gives us the ranique slope within a 180ange:-90JA 90J;
to find the slope within a 380ange, which is crucial for moving forward with
the flagellum rather than backwards, we calculate the gradient of the hit
location map (rotated according to the nonque slope), the sign of which
indicates the directionality of the search. To add to réd@bility of the
procedure, we assumeontinuity in the slope relative to the previous
estimation, such that calculated slopes that are different by more than a fixed
threshold from the previously calculated slope are discarded and replaced with
the fomer result. This calculated slope, namaly, is used to define ax2
pixel environmententered orfw ,w ), defined asl pixel to each side, antl



pixel forward, rotatedh the direction of the slope. Finally, we search the clean
phase profile in thealculated environmeribr the maximal valueexcluding
pixels already flagged as visited by the hitc location map (which are flagged as
"0"s), wherethe location otthe maximal valugields the initial estimation of

the @,w) coordinates of the néxoxel associated with the flagellum. If all
values in the environment are "0", indicating that all locations in the
environment have been visited, we define a validity flag ohdicating that

we have reached the end of tegellum for this frame (ipping criterion),

and return to the calling function immediately.

. Estimation of the » location of the (e:;¢:) coordinate. In this part, we first

find the possible range of depths based on continuity and smoothness
considerations, both relative to the current and previous frame (meaning in
4D); towardsthis end, we first extract the depth range fromx& Ppixel
environment inthe OLDMAPz map, defined as 2 pixels to each side, and 4
pixels forward, rotatedn the direction of the slope, starting ab,(), and
calculate its mediany . Wethen use this information as follows:

A Ifa &,wetakeda ¢ .
A Ifa &wetaked i ¢ 8

A If & & (or there isinsufficient information in the area defined by
the 5¢<5 pixel environment in the OLDMAPz map)e simply take
a chx g,

Next, we examine a linear sectioof the TALCGcleaned phase image
centeredbn (w,w) which is orthogonal to the direction of the current segment
(based on'Y), for the calculated depth rang®ince the midpiece area is
characterized by a thicker segment, such that it can endure more rigorous
cleaningon the one hand, and is less sensitive to our noise detection criteria on
the other hand, by default we use a highaise level modevhen cleaning it

with the TALCC function (see Section 3.5)or every depth itthe calculated
range, we calculate the stird deviationand a score expressing the
likelihood of this depthbeing the location of optimal focus, based on the
following parameters:

1- Weighting according to distance from the center of the estimated depth
range Assumingcontinuity and smoothness,istmost likelythatthe depth
of the following pixelwill be identical to the current one, slightly less
likely for it to differ by p, and increasingly less likely dbe difference
increases

2- The width of the section (number of pixels with value altbveshold).
3- The amplitude of the section (value of highest peak).

To minimize the effect of local noise, we smaadhthe width and amplitude
vectors with a window size equal to the vector lendgitbxt, the distance
weighting, width, and amplitudeeighting vectors obtained for the entire
depth range are used to calculate a trggerevector, given by the element
wise multiplication of the distaneseighting and width vector, divided
(elememtwise) by the amplitude vector. At this point, we need to chibek
validity of the score, which is linked to the noise level of the image. If the
image is noisy even after the TALCC function, the width parameter would be



unreliable, as it may include background pixeln the other hand, if the
cleaningprocedurewas too aggressive, we may have excluded pixels that
should have been counted. Thus, the scoftagged by replacing iwvith a
largeconstant numben the following cases:

A The amplitude value is O.
A The segment has no maximum points (shape is wrong).

A Thewidth of the segment is higher than a threshekt (oa different
value in the thicker midpiece area than in the narrow flagellum area).

A The width of the segment tsvo pixels or lessand the width of the
respective segments in adjacent depths diffgr over two pixels
(suggesting a mistake in segmentation).

A An additional conditiononly relevant for normidpiece area: the
segment has minimum poinise(, the shape is wrong).

Afterwards the closest neighbors of the depths tleteivedthe large
constant numbehavetheir scors doubled as penalty with the assumption
beingthat itis less likely for a depth adjaceot theseinvalid depthgo bethe
ideal focus plane

Then the depth with the lowest scorethus with the steepest, most
narrow segment (that did not fall into any of the categories abeve)
corresponds to the ideal focus plane, yielding the depth of the current Igcation
a . If the value of the lowest score is the high constant number used as a flag,
we infer that the noise level is still too high and return a "0" noise flag to the
calling function. We also return a "0" noise flag (indicating high noise levels)
to the callig function if we are out of the midpiece area withase level
mode lower tharthree(meaning more rigorous cleaning was not applad)
there is either a jump of more thamo pixels in the width vector (indicating
unrelated pixels attributed to thewt), or more than one depth with an
invalid shape

Finally, we calculatewo additional global parameters to return to the
calling function, indicating eitheexcessive cleaning or that the end of the
flagellumwasreached:

1- The mAMP parameter, storingeghmaximal value of the amplitude
vector.

2- The mSTD parameter, storing the maximal value of the standard
deviation vector (calculated for the raw, uncleaned phase image).

. Validity check of the resultand recursion

In this part, wedook atthe output of the previous part and decide whether the
result is valid, more/less cleaning is needed, or we have reached the end of the
flagellum.

A If the current noise level mode is rorgative (indicating neutral or high
noise) but smaller than 5 (togwent an infinite loop) and the noise flag
from the previous step is 0: wecall the findFOC function with a noise
level mode increased by 1, with all the initial parameters, including
(@, F).



A If the current noise level is nguositive (indicathg neutral noise or
delicate segments) but larger thaB (to prevent an infinite loop), and
MAMP or mSTD are lower than a fixed threshold: neeall the findFOC
function with a noise level mode decreased by 1, with all the initial
parameters, includingu(,o ).

A If none of the above conditions were met and mAMP or mSTD are lower
than a fixed thresho)dve decrease the value of the validity flag by 1.

4. Final estimation of the current segment direction and the (ei,¢1)
coordinates of the next voxelssociated with theflagellum. In this part,
executed only once for the recursion base, with the updated noise level mode
value, werepeat step lising the updated depéh, estimated aStep2 above
If the phase value ofow fto R is below a fixed threshold, we decrease the
value of the validity flag by 1 (unless it has already been decreased by 1 in this
iteration).

For each framewe iterate until we reach a value of O for the validity flag,
indicating that we have reached the end of the flagellum for this frame (stopping
criterion). The tolerance for local errors vs. the ability to accurately pinpoint the end
location of theflagdlum is a result of the positive integer chosen for the initialization
of the validity flag variable. If the flagellum detection has ended abruptly by reaching
a validity flag of O, we check the Euclidean distance between the current and previous
endpoint if it is larger than a fixed threshold, we assume an error has occurred in this
specific frame (as may occur due to high local noise), define this frame as invalid, and
use the previous frame again instead, slightly increasing the distance tolerahee for
next frame.



