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Abstract

We investigate the resiliency of the Internet at the Autonomous System (AS) level to failures and attacks, under the real
constraint of business agreements between the ASs. The agreements impose policies that govern routing in the AS level,
and thus the resulting topology graph is directed, and thus the reachability between Ases is not transitive. We show, using
partial views obtained from the Internet, that the Internet’s resiliency to a deliberate attack is much smaller than previously
found, and its reachability is also somewhat lower under random failures. We use different metrics to measure resiliency,
and also investigate the effect of added backup connectivity on the resiliency.
� 2006 Elsevier B.V. All rights reserved.
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1 While the collapse of an entire large ISP seems unlikely, it
1. Introduction

In recent years there is a growing interest in the
resiliency of the Internet, as it represents the net-
work’s availability in times of instabilities or under
extreme conditions. Research in this field took two
distinct paths. One is the stability of routing proto-
cols in case of errors and failures [1,2], and the
other, which also draws attention outside the com-
puter networking community, focuses on the resil-
iency of the Internet to random failures and
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attacks on strategic locations [3–5]. Such events
can happen as a result of a disaster, or a manipu-
lated online attack on key Internet elements.1 In this
research we focus on the latter.

Research in the field was motivated by the find-
ing that the Internet AS topology can be classified
as scale free, belonging to a class of networks for
which the connectivity resembles a power law
.

actually happened a few times in the recent past for the largest AS
in the Internet, UUNet. On April 22nd and October 3rd 2002 the
UUNet network collapsed due to software problems in its
routers, and in January 25th 2003 due to a DoS attack [6].
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distribution [7–10]. In physics terminology, the
susceptibility of the Internet to node deletion is
considered in terms of network phase transition, rep-
resenting the transition from a connected phase to
a disconnected phase. The research in this field
[3–5,11,12] showed that the Internet has a high tol-
erance to random failures, and does not break until
more than 95% of the nodes have failed. On the
other hand, it was found that the Internet is highly
sensitive to deliberate attacks that target its most
connected nodes. Under such an attack, the net-
work transitions to a set of small disconnected com-
ponents, after the removal of a small fraction of the
highly connected nodes. Cohen et al. [4] have shown
that the rate of transition under a deliberate attack
depends on the minimal connectivity, hence on the
average degree. They have also shown that the aver-
age path length grows dramatically under such an
attack, almost approaching the critical point of
transition in which the network disintegrates.

A significant drawback of the works in [3–
5,11,12] is that they treat the Internet as an undi-
rected graph. However, routing in the Internet
between the ASs is governed by policies that are
set locally with the aid of BGP, the inter-network
routing protocol, according to business agreements
[13]. The implication of policy-based routing is that
not every two nodes (ASs) that have a physical path
connecting them can indeed exchange information;
a valid path that conforms to the policies of the
ASs along it must exist. These considerations and
agreements create a network far different from the
one used in all the above listed works, and calls
for revisiting the question on the resiliency of the
Internet. In addition, the data used for obtaining
the above results was of partial views of the Inter-
net. These partial views, obtained mainly through
dumps of BGP announcements, lack in connectivity
due to two main reasons. The first is that these views
are taken from a few sites in the Internet. While they
contain most of the nodes, they lack in connectivity
information, since they contain mostly links that are
on the shortest BGP path from the source site to the
other nodes [14]. The second lies with the rules of
the BGP protocol, which tend not to advertise a
backup path which is not in current use.2

In this work, we first suggest a paradigm for find-
ing Internet connectivity under BGP policy routing
2 BGP is a path vector protocol, that advertises preferred paths
to a network prefix.
based on existing business agreements. We discuss
the different metrics suggested for measuring the
resiliency of the network, and suggest our own.
We find the resiliency of the Internet to attacks
and random failures, and show that it is even more
susceptible to attacks than previously found. We
show that previous Internet models, which did not
take into account the connectivity constraints
imposed by policy-based routing, yielded too opti-
mistic results for the case of a deliberate attack. In
the case of random failures of nodes, the results
show that the difference in resiliency is small.

Our testbed consists of partial Internet views
obtained from the Oregon site [15] and from Euro-
pean exchange points [16]. We also obtained the
very rich database collected by Chen et al. [14],
who assembled 41 partial views along with added
Looking Glass information and showed that the
actual connectivity between ASs is higher than
was previously known. Our results show that the
added connectivity improves the resilience of the
networks, and therefore results obtained on partial
views are somewhat misleading. Moreover, hidden
backup links which are used only in case of a disas-
ter, would probably improve the resilience of the
network even better. We made some first attempts
to model how backup links may improve Internet
reachability.

The paper is organized as follows. In Section 2
we give the background on autonomous systems
connectivity and Internet topology. In Section 3
we discuss our model and present our reachability
algorithm. We further discuss the metrics used for
estimating resiliency and present the ones we use.
Section 4 outlines our results on the resilience of
the Internet. In Section 5 we discuss the added
backup connectivity patterns and show how these
patterns may influence the resilience of the Internet.

2. Background on AS connectivity and Internet

topology

The Internet today consists of thousands of sub-
networks, each with its own administrative manage-
ment, called autonomous systems (ASs). Each such
AS uses an interior routing protocol (such as OSPF,
RIP) inside its managed network, and communi-
cates with neighboring ASs using an exterior rout-
ing protocol, called BGP. The BGP protocol
enables each administrative domain to decide which
routes to accept and which to announce. Through
the use of the protocol the autonomous systems



3 Note that the derivatives of ‘‘peer’’ appears in two distinct
meaning. We say that two ASs have ‘‘peering relationship’’ if they
exchange BGP messages, and that two ASs are ‘‘peers’’ if they
have peer-to-peer exchange agreement in BGP, namely if they are
neither provider–customer nor siblings.
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select the best route, and impose business relation-
ships between them on top of the underlying con-
nected topology. As a result, paths in the Internet
are not necessarily the shortest possible, but rather
the shortest that conform to the ASs’ policies. Such
routing is called policy-based routing.

The commercial agreements between the ASs cre-
ate the following peering relationships: customer–
provider and provider–customer, peer-to-peer, and
siblings. A customer pays its provider for transit ser-
vices, thus the provider transits all information to
and from its customers. The customer, however, will
not transit information for its provider. For exam-
ple, a customer will not transit information between
two of its providers, or between its provider and
its peers. Peers are two ASs that agree to provide
transit information between their respective cus-
tomers. Such agreements are very common between
ASs that connect at an exchange point (IX) and
between smaller ISPs residing at the same geograph-
ical vicinity. In sibling relationships, the two ASs
provide full transit services for each other. Such
relationships are mainly due to financial acquisi-
tions, mergers, or to a smaller degree, business trans-
actions between smaller ISPs that maintain their
own administration but unify their networking
services.

In a pioneering work, Lixin Gao [17] suggested
an algorithm for inferring the type of relationships
between ASs through their advertised BGP paths.
The algorithm assumes that the degree of connectiv-
ity of an autonomous system is an indication of its
size, and infers the relationships between the ASs
according to a set of rules obtained from the above
description of commercial relationships. Gao has
deduced, that a legal AS path may take one of the
following forms:

1. Up hill path, followed by a down hill path.
2. Up hill path, followed by a peering link, followed

by a down hill path.

Where an up hill path is a sequential set, possibly
empty, of customer–provider links, and a down hill
path is a sequential set, possible empty, of pro-
vider–customer links. Thus, a legal route between
autonomous systems can be described as a valley

free path. A peering link can be traversed only once
in each such path, and if it exists in the path it marks
the turning point down hill.

Further work on AS relationships [18] have char-
acterized the Internet as hierarchical. They found
that the top big American providers form a core
with almost complete clique connectivity, and the
second layer around this core consists of big provid-
ers from the USA and Europe, characterized mainly
by their very rich connectivities to the core. The
third layer consists of smaller providers, and forms
the majority of the network. Recent works have
investigated the relations between ASs, looking for
anomalies and their possible solutions [19,12].

Inferring the AS relationships can be viewed as
part of an ongoing effort to discover and map the
exact topology of the Internet [7,10,9,14,20,8]. It is
generally agreed today that the Internet, at the AS
level, has a highly heterogeneous connectivity pat-
terns, with a highly variable vertex degree distribu-
tion. Several works have also tried to characterize
the growing mechanisms of the Internet and model
it [21,22,11,12], and several network generators
which rely on some of these algorithms exist [23–
25] and evaluated [26–28,11].

In all previous works on the resilience of the
Internet, it was assumed that the connectivity of
the network is equivalent to its reachability. We
show in this work that the two are not equivalent,
and find the actual reachability of the network
under different constraints.

3. Modeling reachability in a directed AS graph

In this section we characterize our graph model,
and describe our reachability algorithm.

3.1. AS graph model

We model the AS graph as a directed graph, in
which the set of nodes is the set of distinct autono-
mous systems and a link exists between two such
nodes if the respective ASs have peering (business)
relationship3 and are BGP neighbors. For each link
we maintain its direction and characteristics. For
example, between two nodes that represent a pro-
vider and its customer, there will be an uphill link
from the customer to the provider, and a downhill

link from the provider to the customer. Between
peers there is a directed peer edge in each direction,
and between siblings there is an undirected link.



Fig. 1. Example for the reachability algorithm.
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Connectivity in the AS graph with the valley free
policy rules described in Section 2 maintains reflex-
ivity, but does not maintain transitivity. For exam-
ple, a small ISP with two providers reaches each of
them on the directed link that connects the customer
to its provider, but the providers cannot use the two
link path through the customer to communicate. An
algorithm for finding the shortest path under these
restrictions was suggested in [29]. The algorithm
uses an adaptation of the Dijkstra shortest path
algorithm to the AS graph, for the problem of proxy
and cache location.

3.2. AS reachability algorithm

The reachability algorithm we developed main-
tains a reachability map. It finds, for each node,
the set of nodes that can be reached from it in the
policy-constrained AS graph, regardless of the path
taken. The algorithm does not look for the best path
to a node, but rather, for each node, looks for all
nodes reachable from that node through some valid

AS path.
The algorithm is a free adaptation of a BFS

algorithm to the AS graph. Instead of looking for
a shortest path, though, the algorithm is looking
for a valid AS path. Such a path is taken only if
by taking it new parts of the graph can be
discovered.

Starting from a source node, the algorithm looks
first for valid uphill paths and only then for peer
links and downhill paths. Each node, when reached
for the first time, marks its state by the direction it
was reached with. Thus, a node reached through a
downhill path is marked as down, etc. Then, the
node examines all of its neighbors. A link to a neigh-
bor is taken only if it provides a valid AS path and
the state of the neighbor is improved according to
the following ascending order: NONE, DOWN,
SIDE, UP. Here is a description of these possible
states:

none: The node has not been traversed yet.
up: The node was in either none, side or down

states, and there is an uphill path that can
be traversed through it.

side: The node was in either none or down state
and there exists a peer link that can be tra-
versed through it.

down: The node was in none state, and there is a
downhill path that can be traversed through
it.
The algorithm gives the highest priority to an uphill
path through a node, the next priority to traversing
a peer-to-peer link from that node, and the lowest
priority to a downhill path through the node. Each
node, once reached, examines all of its links. A link
is taken only if by taking it the state of the node
reachable through it can be improved, according
to the description above. The algorithm exploits
the fact that uphill links reach higher providers in
the Internet hierarchy, hence more nodes are reach-
able through them. For example, Fig. 1 describes a
small network in which ASs 3 and 4 are top provid-
ers, each has one customer—1 and 5, respectively.
ASs 1 and 5 are also peers, and also each of them
has a customer—2 and 6, respectively. If we start
the algorithm from AS 1, it will traverse its adjacent
uphill path to its provider, AS 3, and thus will be
able to first discover the largest part of the network,
consisting of nodes 3, 4, 5, and 6. As the last step
will discover its own customer, 2. Note, that
although ASs 1 and 5 are peers, taking this route
first will only enable AS 1 to reach AS’s 5 custom-
ers, and therefore it should not be taken unless there
is no valid AS path starting with an uphill path and
reaching AS 5.

Fig. 2 presents a formal description of the algo-
rithm. The following variables are used in the algo-
rithm: V is the set of all nodes representing ASs in
the graph; Ri is the reachability bitmap of node i,
in which bit j is a set if there is a legal BGP path
between node i and node j, and sti is the state of
node i. Ni is the set of immediate BGP neighbors
of node i.

A proof of the correctness of the algorithm is
given in Appendix A.

The algorithm time complexity is as follows.
Each node starts in state none, and can change its
state at most three times. Hence, each node is
reached at most three times, giving a worst case time
complexity of O(jEj), where E is the number of links



Fig. 2. A formal description of the basic algorithm for the root
node.
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in the graph (in a worst case scenario, each link is
examined three times).

3.3. Anomalies in the AS graph

The algorithm described in Fig. 2 is resilient to
anomalies in the AS graph. However, there are
two anomalies that need to be considered. The first,
and more rare, is called a black hole, and is out of
the scope of this paper. The second anomaly, and
the more interesting for us, is inference mistakes.

Gao’s inferring algorithm was shown to be 97%
accurate on a test case database of AT&T, having
inference problems only for links suspected as sib-
lings. Out of the 3% inferred as sibling links, the
actual relationships obtained from the AT&T data
were almost half peering links, a quarter cus-
tomer–provider links, and only the rest were actual
sibling links. Battista et al. [19] have investigated the
anomalies in AS graphs, showing that the problem
of solving the AS relationships while minimizing
the anomalies is NP-hard in the general case, and
suggested heuristics for minimizing the number of
anomalies. A recent work [30], that compares trace-
routes to BGP AS paths, finds that much of the dis-
parity results from ASs connected through exchange
points, and by groups of ASs under the same
ownership.

To obtain accurate results, we inferred manually
through the use of WHOIS servers and Internet
searches all of the automatically inferred sibling
relationships in the databases obtained from [16].
For a combined view of the London and Zurich
exchange points, gathered at the same time for the
same set of ASs, we obtained the following results:
Out of the 81 inferred sibling relations, only 32%
(26) were actual siblings. 27% (22) were peers, 8%
(7) were customer-to-provider links and 32% (26)
were provider-to-customer links.

3.4. Metrics for defining resiliency

The problem of finding the right metric for
evaluating the network resiliency was reduced in
previous works to the problem of finding the con-
nectivity of the graph [3,5,4,12]. Although the prob-
lem itself remains an open problem [7], the above
mentioned works used some of the following
metrics: Average diameter or average shortest path
length �d; the giant component size S; the number
of connected node pairs in the network, K; dia-
meter-inverse-K, DIK.

The definition of �d is as follows: let dmin(v,u)
denote the minimal path between any connected
pair of distinct nodes u and v, and P the set of such

distinct node pairs. Then: �d ¼
P

dminðv;uÞ
jPj . According

to [4] �d can be used to asses when a network under
attack reaches criticality. A measure of the size of
the largest component, S, is the ratio between the
number of nodes in the largest connected compo-
nent and the number of nodes in the graph. The
two metrics K and DIK, defined in [12], are as fol-
lows. K describes the whole network connectivity,
by measuring all connected node pairs in a network:
let W be the set of all distinct node pairs, and P
defined as above, then: K ¼ jPjjWj. Park et al. [12] have
suggested a different version of K, DIK, which mea-
sures both the expected distance between two nodes
and the probability of a path existing between two
arbitrary nodes: DIK ¼ �d

K.



Table 1
Characteristics of data sets used

Name source Date No. of ASs No. of links Average degree Maximum degree

LZ RIS 2002/07/03 13393 22001 3.28545 1958
OR1 Oregon 2003/03/01 14704 24020 3.26714 2330
OR2 Oregon 2003/04/01 15128 31426 4.15468 2503
UM Umich 2001/05/26 11204 25980 4.63763 2417
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We noted that the measures described above can-
not be directly applied in our case, when reachabil-
ity is not equivalent to connectivity, since the
directed AS graph lacks transitivity. In this case,
for example, the minimal distance between two
nodes, �d, becomes the minimal BGP distance
between two nodes, depending on policy con-
straints. Thus, we chose two different ratios, that
capture best, in our understanding, the actual resil-
ience of the Internet.

The first, denoted by R, captures the reachability
of the Internet, and is defined as follows: let
r(v,u) 2 0,1 denote the reachability between an arbi-
trary distinct pair of nodes v and u, v,u 2 V, where
V is the set of nodes describing ASs. Let Pr denote
the number of distinct node pairs in the graph, for
which r = 1, and let Or denote the theoretical limit
of Pr for the Internet (when there are no failures
in the Internet we expect to have full reachability
between all ASs). Then, we define R as the ratio:

R ¼ Pr

Or
:

The second metric quantifies the size of the
strongly connected component in the directed AS
graph, termed RS. We create a reachability graph,
in which there exists an edge between two nodes v

and u if and only if r(v,u) = 1.4 Then, in order to
find the largest strongly connected component in
the original graph, we need to find the maximal cli-
que in the reachability graph. The problem of find-
ing the maximal clique in a graph is NP-complete
[31]. The best known approximation for finding
the maximal clique [32] gives an O(n/(logn)2) perfor-
mance guarantee. Hence, for our topologies, we can
expect a maximal mistake of 5.7–6% (see Table 1).
We use a greedy heuristic for finding the maximal
clique in the graph. Since we know which nodes still
exist in the graph after the simulated failure or
4 Note that while reachability is not transient, it is symmetric
under the valley free rule.
attack, and their respective degrees, we start with
the one with the largest degree. Due to the hierarchi-
cal nature of the Internet [27], it is likely that such a
node resides in the core, and therefore is used by
many other nodes for reachability. We denote all
of the nodes reachable from that node by C. Then,
iteratively, we look for the maximal degree node in
C, i, and extract from C all the nodes not reachable
from i. We continue this process until all the nodes
in the component are reachable from each other.
The process is repeated several times with different
starting nodes selected from the top connected ones.
The size of the strongly connected largest compo-
nent, Sd, is then divided by the number of nodes
in the original graph, to obtain the ratio RS.

3.5. Critical point of failure (phase transition)

From a physics point of view, a phase transition
occurs only when the network disintegrates [4]. The
network is considered connected as long as RS, the
ratio between the size of the largest component and
the number of initial nodes in the graph, is a frac-
tion of the number of nodes in the graph. For exam-
ple, the removal of the top 20% of the nodes of a
100 nodes network, yields RS = 0.2. For a network
with the same connectivity distribution, regardless
of its size, any such removal of the top 20% of the
nodes will yield a similar RS. Thus, as long as the
size of the largest component is a fraction of the ini-
tial size of the network, the network is considered
connected. The phase transition occurs when order
(RS) = 1. Hence, physically speaking, the network
is considered disintegrated only when the size of
the largest component is one. The same discussion
holds for the reachability function, R.

From a routing perspective, reachability is con-
sidered lost long before the Internet disintegrates.
We arbitrarily assume here, that when R < 0.5,
i.e., the overall reachability is less than 50% of the
original reachability, or when RS < 0.5, i.e., the
comparable size of the largest component is half
the original network, the network is no longer con-
sidered connected.
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4. Resiliency of the Internet

In this section we present our results for the resil-
iency of the Internet to random failures and attacks,
given the policy routing constraints.

Table 1 describes the different data sets used in
these tests and their characteristics. The topologies
differ mainly in their connectivity. The LZ dataset,
from the RIPE Routing Information Service [16],
is the result of combining routing information from
two exchange points, one in London and the other
in Zurich. The data lacks most of the largest top
US providers. The largest AS in this data set has a
rather low degree of 1958, and the average degree
in the set is also rather low. This implies that there
are fewer alternative paths between the nodes in this
topology, i.e., less redundancy, and therefore we
expect it to be the most vulnerable to deliberate
attacks. As discussed in Section 3.3 the topology is
also siblings inference-anomaly free, as all automat-
ically inferred sibling relations were manually
checked using WHOIS databases and Internet
searches. Datasets OR1 and OR2 are both partial
views from the Oregon routeview project [15], col-
lected March and April, 2003 respectively. The
topologies differ greatly in the richness of the con-
nectivity, as OR2 has 27% added connectivity com-
pared to OR1. The last view, and the richest in
connectivity, UM, is the enriched topology obtained
by Chen et al. [14]. Although collected three years
ago, the topology is the richest in connectivity, since
it was collected from 41 BGP databases and aug-
mented with summary data from different looking
glass sites. The ongoing growth of the Internet,
which increases its average degree, implies that such
an enriched view of today’s Internet will yield a
much higher average degree than seen from the par-
tial views OR1 and OR2. We examine the above
four topologies, in an increasing order of their aver-
age degree and hence in their connectivity, in the
intent to find a tendency, that may hint as to how
a richer topology, as the Internet is thought to be,
will actually behave.

All data sets presented here where first analyzed
for their relationships with Gao’s algorithm, then
presented as directed topologies. We then ran for
each such directed topology the reachability algo-
rithm described in the previous section, as well as
the algorithm for determining the largest clique.

In the graphs presented in this section, we com-
pare the resiliency of the policy-constrained AS
graph, referred to as the directed graph or the reach-
ability graph to the resiliency of the graph used in
previous works, referred to as undirected graph.
For each topology, we present both the reachability
R and the evaluation of the largest component, RS,
as discussed in Section 3.4. Some of the partial views
do not have 100% reachability to begin with, as can
be seen in Fig. 3, for example.

Section 3.4 describes the different metrics we use
here, and establishes that the largest component can
be derived with a 6% error mistake upper bound.
The monotonic increasing nature of our data sug-
gests that in practice we may expect a much lower
error mistake upper bound.

4.1. Resiliency of the Internet to deliberate attacks

We evaluate the resiliency of the Internet to
deliberate attacks by targeting the topology’s most
connected ASs, dropping each time the next most
connected node in the graph, and measuring both
metrics R and RS for the directed and undirected
graphs.

Figs. 3 and 4 show the resiliency of the LZ topol-
ogy to deliberate attacks. Even before any node was
dropped, the reachability is less than the connectiv-
ity, due to the partiality of the topology. The same
can be seen in Figs. 5 and 6, representing the resil-
iency of topology OR1, also a rather sparse partial
view. However, in the more connected views, OR2
and UM, the partial view gives a fully connected
network, in which all nodes are reachable to begin
with.

In the sparse topologies the overall reachability
decreases very fast. Fig. 3, which starts from a
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95% reachability, shows that after dropping only the
sixth most connected nodes, reachability drops to
42%, while the connectivity in the undirected graph
is 12% higher, 54%. The gap is even larger when we
check how much of this reachability is within the
same component of nodes that communicate with
each other (Fig. 4). After the removal of these six
nodes, only 53% of the nodes are connected, while
in the undirected graph, the largest component con-
sists of 72% of the nodes, an evaluation error of
19%. The gap between reachability and connectivity
increases as the network starts to break up—after
dropping the 12th most connected nodes the largest
component consists of only 20% of the nodes in the
topology, while previously it was thought that it still
consists of 50% of the nodes, as we can see from the
results for the undirected graph.

Figs. 5 and 6 give similar results, namely, that the
Internet is much more susceptible to deliberate
attacks than previously thought. While the overall
reachability drops at the same rate as the connectiv-
ity, it can be seen from Fig. 6 that the first node that
was dropped was a large AS with a lot of customers,
that lost reachability to the rest of the network.
After the eighth most connected nodes were
removed, the size of the largest component is less
than 50% the size of the network, while in the case
of the undirected graph it contains 69% of the
nodes. We see here that after attacking only the
8th most connected nodes, the Internet’s largest
component contains less than 50% of the nodes.

Figs. 7–10 represent the resiliency of highly con-
nected topologies (OR2 and UM), in which most
nodes can be reached through several AS paths.
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Fig. 7. Reachability under attacks in OR2.
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Fig. 8. Largest component size under attacks in OR2.
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Fig. 9. Reachability under attacks in UM.
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Fig. 10. Largest component size under attacks in UM.
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Therefore, we expected that the resiliency of the
directed AS graph would resemble the one of the
undirected graph. Indeed, the reachability R is
almost the same for both topologies when the five
most connected nodes are dropped, since alternate
paths are taken. The size of the largest component
is also quite similar for both the directed and undi-
rected graphs, although for the UM topology
(Fig. 10) the gap between the component sizes
reaches almost 7% after the removal of only five
nodes. In all cases, the gap between the directed
and undirected graphs increases after the ten most
connected nodes are removed. After the removal
of 28 nodes the gap in largest component size is over
15% (Figs. 7 and 10). After removing the 50 most
connected nodes, for the highly connected OR2
topology, the network disintegrated to the point
where the largest component holds only 4% of the
nodes. In the unconnected case, the component
holds more than 42% of the nodes, an order of mag-
nitude difference.

The results on the UM topology, in Figs. 9 and
10 are similar, and show a constant rate of decrease
in the largest component size, which reachability
decreases fast at the beginning and then at a slower
rate. decrease in reachability, followed by a rapid
break down of the graph to small isolated islands.
The above results may imply, that the medium-sized
ASs tend to not rely only on one large provider, and
mulithome to several top providers, to obtain max-
imal reachability in case the connection to one of
the providers fails. Once these top providers were
removed, the network became much more suscepti-
ble to attacks, and disintegrated very fast.

4.2. Resiliency to random failures of nodes

We checked the resiliency of the Internet to ran-
dom failures by a random removal of 100 nodes at a
time, until more than 95% of the nodes were
removed.

Figs. 11 and 12 show the comparable resiliency of
the Internet to random failures for the LZ topology.
As previously found, the Internet is not susceptible
to such random failures, and both R and RS do
not fall below 0.8 even after the removal of 1000
nodes. The network starts to break down only after
the removal of more than 2000 random nodes. The
Internet disintegrates only after the removal of
almost 95% of the nodes. The difference between
the two graph models, the directed (policy-con-
strained) AS graph, and the undirected graph, is
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small. However, we found that the gap is larger for
the sparse views than for the views richer in connec-
tivity, where it is negligible. This result is somewhat
surprising, indicating that the Internet maintains
reachability of almost the same degree as its connec-
tivity, under random failure of nodes.

Due to the high degree of the nodes in the core,
and the fact that these nodes are rare in a scale free
distribution, the statistical probability that they will
be removed in a random failure scenario is low.
However, it could be expected that the removal of
small and medium-sized nodes will effect the reach-
ability of the smaller ASs and therefore the size of
the largest connected component. The surprising
results, indicating that the reachability is very close
to the possible limit, the undirected connectivity,
prove differently. These results may indicate that
most ASs use multihoming to several providers,
and thus are less susceptible to these random
failures.

5. A heuristic for added backup connectivity

Our results show that the Internet is significantly
more susceptible to attacks than previously found.
On the other hand, the Internet’s resiliency to fail-
ures is higher than expected, and resembles the con-
nectivity. These results lead us to point to the core
of the Internet as the main transit point. It seems
that the overall reachability, as well as the largest
component size, depend on the level of connectivity
of the nodes in the network to the top provider
nodes in the core, and to a lesser degree on the con-
nectivity to other non-top provider nodes. However,
there is a lack of knowledge on existing backup links
which many times are not advertised through BGP
until used.

In this section, we make a first attempt to quan-
tify the effect of existing backup links, which are
usually not advertised through BGP until used, on
the reachability and resiliency of the AS graph
under attacks. We constructed a backup scenario,
which relies on the existing connectivity, and pro-
vides alternate paths to small- and medium-sized
ASs which connect only to one provider. These
ASs, once their provider fails, use their peering links
as backup links, effectively using them as customer-
to-provider links. Thus, these ASs get connectivity
to the network through their previous peer. Since
we do not add links to the existing graph, the effect
of such a backup scenario is only meaningful in the
case of attacks. As we have shown in Section 4.2,
Internet reachability under random failures is very
close to its connectivity. Therefore the added paths
gained from using the backup links can hardly
improve the resiliency in this case. However, in the
case of attacks, it might allow single-homed ASs
to use alternate paths. If there are many such ASs,
which do not rely on multihoming, we expect an
increase in both the size of the largest component
and the reachability.

Our backup scenario is as follows:

• AS x has one provider.
• link hx,yi is a peer link.
• if AS x disconnects from its provider, then link
hx,yi becomes a customer to provider link.

We found that the added backup connectivity is
more meaningful for the sparse topologies (LZ,
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Fig. 13. Added backup: Reachability under attacks in UM.
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Fig. 14. Added backup: Largest component size under attacks in
UM.
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Fig. 15. Added backup: Reachability under attacks in OR2.
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Fig. 16. Added backup: Largest component size under attacks in
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OR1) than for the richer topologies (OR2, UM). We
give here the results for the UM topology in Figs. 13
and 14. We see that the reachability is somewhat
better with the added backup links, as is the size
of the largest component, but the behavior of the
topologies with and without the backup links is very
similar. Figs. 15 and 16 show that for the newer par-
tial-view OR2, which is also rich in connectivity, the
reachability and size of the largest component are
hardly effected by the added backup connectivities.
These results suggest that there has been a vast
increase in the number of ASs that use multihoming
(as was also shown, for example, in [33]), and are
therefore hardly affected if one of their providers
fails. As a result, the number of singly homed ASs
is rather small, and their affect on the Internet con-
nectivity is rather small.
A more strict backup scenario, which enabled
two ASs to use a peer link between them as backup
only if both ASs have only one provider, yielded
even smaller improvement in both reachability and
the size of the largest component. Additionally, we
examined the resiliency to a partial attack on the
core, i.e., a few of the 30 most connected nodes were
removed randomly. We examined the effect of the
backup links in this scenario. The results showed
no improvement in the size of the largest compo-
nent, and a negligible improvement in reachability.

6. Conclusions

We examine the resiliency of the Internet to
deliberate attack and random failures at the AS
level, given that routing paths conform with the pol-
icy imposed by BGP. We compare our findings with
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previous findings that did not consider these con-
straints, and evaluated reachability as connectivity.
We suggest an efficient algorithm that determines
reachability in such AS graphs, and discuss and sug-
gest metrics for measuring the resiliency.

Our results show that the Internet is much more
susceptible to deliberate attacks than previously
found, and that reachability, as well as the size of
the largest component, drop to less than half after
the removal of the 25 most connected nodes—less
than 0.2% of the nodes. The Internet also disinte-
grates much faster than previously found, under
an attack that targets the top 0.5% ASs. We also
found that the Internet is rather resilient to random
failures, and its reachability is surprisingly close to
the graph connectivity without policy constraints.
These results can be attributed to that routing in
the Internet is mainly through its core of highly con-
nected ASs.

Our initial results on the effect of backup links
suggests that they do not improve resiliency of the
Internet by much. The decrease in the added resil-
iency of the partial views over the years suggest that
ASs tend today to rely more on multihoming, and
thus are less susceptible to a failure of one of their
providers. We believe that further research to model
backup connectivities at the AS level is important.
In a future work, we plan to further validate our
results using the DIMES project database [34].
The DIMES project contains a fuller view of the
Internet’s current topology.
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Appendix A
Theorem 1. The reachability algorithm is correct.

Proof. We shall first prove that the algorithm finds
all the reachable nodes. A marking of a node as up,
side, or down means it is reachable.
Select a node s. Lets first examine a node v for
which there exists a path comprised only of up links.
Clearly all the nodes in this path should be marked
as reachable from s. Suppose for the contrary that v
is not marked as reachable, and let u be the closest
node to s on the path to v for which the state
variable, stu, is not up. By the assumption, the node
before u is marked as up, and thus it is reachable.
But by the inspect procedure the node must mark all
its neighbors, with an up link connecting them, as
up and inspect them, and thus it is impossible for u

not to be in state up.
Now suppose that node v has a path with

(possibly zero) up links and down links. Let u be
the last node in the climbing part of the path. If the
path has no up links u = s. As we proved above, u is
bound to be in the up state. In case u = s, s is
initialized to be in the up state. Let w be the first
node on the down part of the path which is not
marked as reachable. Examine the node before w on
the path, which by the assumption is marked as
reachable. Due to the fall through in the case
statement of the inspect procedure, regardless of the
state this node is in it will mark w in state down and
activate inspect for it, contrary to the assumption,
thus it is impossible for w not to be marked as
reachable.

Finally, assume the path to v has a peer-to-peer
link. Let this link be (u1,u2). We proved that u1 will
be marked as up. Based on the inspection procedure
u2 will be marked as side and be inspected in the
down direction. Thus the downwards part of the
path will be examined like proved above for the case
of no side link and all nodes along it will be found
reachable.

To complete the proof we must show that no
node, v, which is not reachable from s will be
marked erroneously as reachable. We will show that
v’s marking is correct, namely that it is marked as
up only if there is a path leading to it comprised of
only up links, as side if there exist a path leading to
it comprised of only up links and the last link is side,
and as down if the path leading to it contain a down
link.

Let v thus be erroneously marked as up. Clearly,
if no neighbor of v is marked as up this cannot
happen since only nodes in state up can mark their
neighbors as up. Let p(v) be v’s neighbor who
marked it as up. Clearly p(v) state must be up as well
and there is an up link between p(v) and v. Now
examine the path v,p(v),p(p(v)), . . . If path reaches a
node which is correctly marked as up, then all the
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nodes in the path are correctly marked as up, which
contradicts the assumption v is erroneously marked
as up. Otherwise, either there must be a node that
does not have a neighbor in the up state, or the path
is cyclic. The first option is impossible since only
nodes in the up state can mark their neighbor as up.
The second option is impossible by the definition of
p(v) and the ordering of the marking times. Thus all
the up markings are correct.

Clearly all the side markings are correct since
only nodes whose neighbors are marked as up and
have a peer-to-peer link to them can be marked as a
side.

The nodes that need to be marked as down are
correctly marked since we showed before that all the
reachable nodes are marked as such, and we showed
they cannot be erroneously marked as up or side.
To show that no unreachable node is marked as
down, we see that only nodes that have a down link
can be marked as down by a reachable neighbor (at
any state). As before we can look at a chain of nodes
v,p(v),p(p(v)), . . . were p(v) is the node that marked v

as down first. The chain cannot exist using the same
rational as before. h
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