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Analysis of Shared Memory Priority Queues with
two levels of traffic

Shlomi Bergida and Yuval Shavitt.

Abstract— Two rate SLAs become incrisingly popular
in todays Internet, allowing a customer to save money by
paying one price for commited traffic and a much lower
price for additional traffic which is not guaranteed. These
type of SLAs are suggested for all types of traffic from best
effort to QoS constraint applications. Dimensioning and
management of queues for multiple priorities each with
two levels of guarentees becomes an interesting challange.

We present a simple analysis of a multipriority multi
discard level system controlled by a buffer occupancy
threshold policy aimed at assuring service level agree-
ment compliance for conforming (i.e., committed) traffic,
and performance maximization for non-conforming (i.e.,
excess) traffic. Our analysis shows how the different
system parameters: total buffer size, threshold position,
and offered load control performance for the committed
and excess traffic. Our results allow engineering of the
system parameters aimed at assuring high service level
agreement compliance for conforming (i.e., committed)
traffic, and performance maximization for non-conforming
(i.e., excess) traffic.

I. I NTRODUCTION

In the ongoing work aimed at finding the way to
transform the internet from the single class best effort
service, to providing a variety of service classes offering
different performance guarantees (QoS), simple coarse
schemes and lightweight hardware support have become
popular. Some such schemes are based on the concept
of classification and performance level assignments at
the edge of the networks. Packets are marked or tagged
accordingly, and this marking is used to apply differen-
tiated handling of the packets in the core of the network.
These ideas took form in the extensive work of the
differentiated services (DiffServ) working group of the
IETF [NBBB98], [BBC+98], [NC01], [Gro02]. They
were later also incorporated into the MPLS world in the
form of MPLS DiffServ-TE technology [FWD+02], and
recently introduced into the Metro Ethernet world, with
the standardization efforts of the Metro Ethernet Forum
[For04], [San04].

A typical contract between a customer and a provider

is stated in terms of a service level agreement (SLA). In
its simplest form it ensures the customer a minimum
or expected bandwidth for its usage and may allow
additional bandwidth to be used based on availability.
The SLA may also define delay requirements (e.g., for
real time applications).

We examine a typical case where several classes of
services are defined. Customers requiring high perfor-
mance (e.g., low delay and loss as defined in their SLAs)
are assigned to the high priority class. Other customers
are assigned to the lower priority classes with lower
performance. The packets of a given class, that conform
to the agreed expected bandwidth, are termed in this
work committed bandwidth traffic of that class, and the
packets that do not conform are termed excess traffic
(these are sometimes termed ‘in‘ and ‘out‘ packets,
respectively).

Typically at the ingress of the network, the provider
monitors each class of traffic and marks the packets
that exceed the committed rate as excess. The provider
assures negligible drop probability for the committed
traffic (of all classes) even during congestion periods.
When congestion occurs the policy is to drop the excess
traffic with higher probability. Specifically this policy
means that in a congestion period it is preferable to drop
excess traffic of high priority to dropping low priority
committed traffic.

Implementation of such QoS policies in the network
core nodes may be done by means of packet scheduling
and buffer management mechanisms that handle packets
according to their marked class and rate conformance.
As mentioned, packet scheduling schemes set to achieve
delay and loss differentiation may employ some kind
of priority queueing. Buffer management in congestion
periods typically includes a packet drop policy used to
control and manage congestion.

Queue management has been studied extensively
[KK80], [CH98] and complete memory sharing among
all classes has been shown to provide optimal throughput
/ delay performance and maximal utilization of available
memory in the system [FT89], [IKM01].
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There is a long line of work that examines threshold
policies for two (or more) types of packets that share
a single FIFO buffer [CGK94], [CGGK95], [AMRR00],
[LPS02], these deal with, either the case of a single class
of packets some which are marked as discard eligible
(e.g., non rate conforming), or the case of multiple
classes of packets that are sharing a single FIFO buffer.
In this paper we consider, for the first time, the case
of multiple priority classes of packets each having two
discard levels, namely committed and excess packets.

The system proposed in this work can be considered
as a simple low cost and fast core node supporting
coarse QoS differentiation. The system is based on a
single shared memory space accommodating multiple
FIFO queues (one per priority class). Packets are ser-
viced according to a strict priority scheduling policy.
A simple total-occupancy-threshold policy is used for
buffer management (see Sec. 3.3 in [CGK94]).

We wish to analyze and study the behavior of such a
system and provide guidelines for setting optimal system
parameters (thresholds and buffer sizes) given traffic
conditions. Our goal is to satisfy the requirements of the
SLA defined for the committed traffic (i.e., negligible
drop probability, and adequate delay for each priority
class) while maximizing the utilization of available ex-
cess bandwidth to serve the revenue generating excess
traffic. This is to be achieved with minimal memory
requirements.

To this end we use the following model (see figure 1).
The system is comprised of two priority queues:

• Priority queue 1 (high priority) serves two traffic
types, committed and excess. The excess traffic
is managed by means of a threshold,α1E , which
inhibits priority excess traffic acceptance based on
total buffer space portion occupied (by all priorities
and discard levels).

• Priority queue 0 (low priority) has two traffic types,
committed and excess. The thresholdα0E , has the
same meaning as that defined for priority 1 traffic.

Service is non preemptive.

Our goal is to present a simple tractable model to
allow efficient analysis and calculation. For simplicity
we first present analysis that uses a simpler model. In
this simplified model the high priority queue is presented
with both excess and committed traffic, and the low
priority traffic is presented with committed traffic only.
Thus we have three packet types: high priority commit-
ted, high priority excess, and low priority committed.
Second, we use Poisson arrival processes to model all
incoming traffic types. Third we deal with the finite

nature of our queue in our model only to the extent
needed to analyze committed traffic loss. For the most
part we assume that the headroom (i.e., the buffer space
above the threshold) is infinite. This assumption is based
on two facts: 1. The marking process employed at the
network ingress, controls the committed traffic rate and
characteristics. 2. The system design process is aimed at
avoiding committed traffic loss. Indeed we show that the
system designed this way has a quickly dropping buffer-
occupancy distribution function above the threshold. This
allows for for the infinite headroom assumption given
that the actual headroom allocated is large enough.
Generalizations of the system, doing without the above
mentioned simplifications, are addressed later in the
work.

Fig. 1. System model

We start by giving exact numerical analysis of this and
derive the loss and delay of the different type of packets.
Next we present an approximated and simple analysis
that allows us to easily explore the trade-off’s of the
system parameters. Next we present a simulation study of
this system to validate our approximation assumptions.

??? Finally, we present a novel idea of a new type
of threshold that we termcross class threshold. This
threshold limits excess traffic on some class based on the
length of the queue of lower priority committed traffic.
This enables us better utilization of the buffer space and
better absorption of bursts.

The rest of the paper is structured as follows.... In
Section II-A we present an exact analysis of the system
described above, and in Section II-B we show how it can
be done efficiently. Section V presents simulation results
and Section?? presents the new cross class threshold.

II. T HE SYSTEM MODEL

Two queues share a buffer space ofn packets (or
cells). The high priority queue serves committed traffic
and excess traffic packet arrivals modeled by a Poisson
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process of ratesλ1 andλ2 respectively. The low priority
queue serves committed traffic packet arrivals, also mod-
eled as a Poisson process at rateλ3. Service rate isµ (see
figure 1). The threshold is denotednth = α1En. When
the total occupancy of the buffer is above this threshold,
excess high priority traffic is rejected and lost.

A. Exact analysis

In this section we present an exact analysis of the sys-
tem and derive for each class and priority the throughput
and average delay.
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Fig. 2. A Markov chain for the two queue system.

The above system can be modeled by a continuous-
time Markov chain with(n + 1)(n + 2)/2 states as
illustrated in figure 2 for the case wheren = 4. Each
state is represented by the ordered pair(t, s), where t
is the number of high priority packets in the buffer and
s the number of low priority packets. The infinitesimal
transition rates from state(t, s) to state(t′, s′), qt,s,t′,s′

are (see Figure 2)

qt,s,t−1,s = µ

q0,s,0,s−1 = µ (1)

qt,s,t,s+1 = λ3

qt,s,t+1,s =

{
λ1 + λ2 if t + s ≤ nth

λ1 if t + s > nth

−qt,s,t,s =





λ1 + λ2 + λ3 if t + s = 0
λ1 + λ2 + λ3 + µ if 0 < t + s ≤ nth

λ1 + λ3 + µ if t + s > nth

Note that−qt,s,t,s is the transition rate out of state(t, s).

To find the steady state probabilities,πt,s, we can solve
the the system equilibrium equations,~πQ = 0 (Q is
derived directly from the infinitesimal transition rates,
~π is the vector of steady state probabilities), together
with the probability conservation relation,

∑
(t,s) πt,s =

1. This numerical solution requiresO(n2(2+α)) basic
operations, whereO(x2+α) is the number of operations
used by the matrix inversion algorithm for anx × x
matrix (for the best known matrix inversion algorithm
α > 0.5). I.e., the solution requiresO(n5) operations.
In the following, we shall describe methods to make
the problem more tractable, by presenting a recursive
solution that requires onlyO(n3) operations.

We are interested in the regime whereλ1 + λ3 is
smaller thanµ or else committed traffic will discarded
with probability 1. Under this condition we can calculate
the drop probabilityηi as follows:

η1 =
n∑

i=0

πi,n−i (2)

η2 =
∑

i+j>nth

πi,j (3)

η3 =
n∑

i=0

πi,n−i (4)

Note that by definitionη1 = η3 which shows that there
is no preference between the two priority classes in the
acceptance probability.

To estimate the average delay for the lower class: Let
N̄i be the average number of cells of typei in the system.

N̄3 =
∑

i,j

πi,jj

Using Little’s Law we know that the average delay,T3,
is given by

T3 =
N̄3

(1− η3)λ3
=

∑
i,j πi,jj

(1−∑n
i=0 πi,n−i)λ3

(5)

B. Reducing the Analysis Complexity Using Recurrence

We can reduce the computation complexity above by
using recursion. Our aim is to write the steady state
probabilities of all the system states,πt,s, as functions
of π0,s, 0 ≤ s ≤ n. Then, we can writen equilibrium
equations and together with the probability conservation
equation we obtainn + 1 linear equations that can be
solved with complexity ofO(n3).

Using the Markov chain illustrated in figure 2 and the
transition rates of Eq. 13 (also illustrated in figure 2), we
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can write the followingn(n+1)/2 equilibrium equations

−qt,s,t,sπt,s = qt,s−1,t,sπt,s−1

+qt+1,s,t,sπt+1,s + qt−1,s,t,sπt−1,s (6)

−qt,0,t,0πt,0 = qt+1,0,t,0πt+1,0 + qt−1,0,t,0πt−1,0

1 ≤ t ≤ n− 1

−q0,s,0,sπ0,s = q0,s−1,0,sπ0,s−1 + q1,s,0,sπ1,s

+q0,s+1,0,sπ0,s+1 1 ≤ s ≤ n− 1

−q0,0,0,0π0,0 = q1,0,0,0π1,0 + q0,1,0,0π0,1

Substituting the values forqt,s,t′,s′ from Equation 13
in Equation 6 we can rewrite the equilibrium equations
as

−(λ1 + λ2 + λ3 + µ)πt,s = λ3πt,s−1 + µπt+1,s

+(λ1 + λ2)πt−1,s,

t > 0, t + s ≤ nth (7)

−(λ1 + λ3 + µ)πt,s = λ3πt,s−1 + µπt+1,s

+(λ1 + λ2)πt−1,s,

t > 0, t + s = nth + 1

−(λ1 + λ3 + µ)πt,s = λ3πt,s−1

+µπt+1,s + λ1πt−1,s,

t > 0, t + s > nth + 1

−(λ1 + λ2 + λ3 + µ)πt,0 = µπt+1,0 + (λ1 + λ2)πt−1,0,

1 < t ≤ nth

−(λ1 + λ3 + µ)πnth+1,0 = µπnth+2,0 + (λ1 + λ2)πnth,0

−(λ1 + λ3 + µ)πt,0 = µπt+1,0 + λ1πt−1,0,

nth + 1 < t ≤ n− 1

−(λ1 + λ2 + λ3 + µ)π0,s = λ3π0,s−1 + µπ1,s + µπ0,s+1,

s ≤ nth

−(λ1 + λ3 + µ)π0,s = λ3π0,s−1 + µπ1,s + µπ0,s+1,

s > nth

−(λ1 + λ2 + λ3)π0,0 = µπ1,0 + µπ0,1

Now, we can write the following recursion relations
for πt,s, t > 0:

π1,0 = (−q0,0,0,0π0,0 − q0,1,0,0π0,1)/q1,0,0,0 (8)

π1,s = (−q0,s,0,sπ0,s − q0,s−1,0,sπ0,s−1 − q0,s+1,0,sπ0,s+1)

/q1,s,0,s s = 1, 2, . . . , n− 1

πt,0 = (−qt−1,0,t−1,0πt−1,0 − qt−2,0,t−1,0πt−2,0)

/qt,s,t−1,s 2 ≤ t ≤ n

πt,s = (−qt−1,s,t−1,sπt−1,s − qt−2,s,t−1,sπt−2,s −
qt−1,s−1,t−1,sπt−1,s−1)/qt,s,t−1,s

t = 2, 3, . . . , n s = 1, 2, . . . , n− t

The above recurrence suggests that allπt,s can be
written as functions ofπ0,s, i.e.,

πt,s =
n∑

l=0

Ct,s(l)π0,l, (9)

It is easier to calculate the recurrence for the coefficients,
Ct,s(l), rather than directly forπt,s. First, we calculate
the coefficients ofπ1,s by

C1,s(s) = −q0,s,0,s/q1,s,0,s s = 0, 1, 2, . . . , n− 1

C1,s(s− 1) = −q0,s−1,0,s/q1,s,0,s s = 1, 2, . . . , n− 1

C1,s(s + 1) = −q0,s+1,0,s/q1,s,0,s s = 0, 1, 2, . . . , n− 1

C1,s(l) = 0 |l − s| > 1 (10)

Next, we calculate the coefficients ofπt,s for t =
2, 3, . . . , n− 1:

Ct,s(m) = (qt−1,s,t−1,sCt−1,s(m) (11)

−qt−1,s−1,t−1,sCt−1,s−1(m)

−qt−2,s,t−1,sCt−2,s(m))/qt,s,t−1,s

The recurrence calculation requiresO(n3) operations.
n + 1 equilibrium equations are not used to derive the
recurrence, thusn of them can be used together with the
probability conservation equation, in equation system 12,
to achieve the followingn + 1 linear equation system,
whose solution complexity is lower thanO(n3).

−qt,n−t,t,n−tπt,n−t = qt,n−(t+1),t,n−tπt,n−(t+1) +(12)

qt−1,n−t,t,n−tπt−1,n−t

1 ≤ t ≤ n− 1

−q0,n,0,nπ0,n = q0,n−1,0,nπ0,n−1∑

(t,s)

πt,s = 1

Using the recurrence on the coefficients we can write
Eq. 12 as

−
n∑

m=0

qt,n−t,t,n−tCt,n−t(m)π0,m =

n∑

m=0

(qt,n−(t+1),t,n−tCt,n−(t+1)(m)

+qt−1,n−t,t,n−tCt−1,n−t(m))π0,m

1 ≤ t ≤ n− 1

and rewrite the probability conservation equation as

n−1∑

t=0

n−t∑

s=0

n∑

m=0

Ct,s(m)π0,m = 1
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Fig. 3. The analysis as a function of the buffer size,n. Results are
for λ1 = λ2 = λ3 = 0.4 andα1E = 0.8

C. Numerical results

Figure 3 shows that for fairly small values ofn
the analysis already reaches steady state in the drop
probability. As can be expected the delay of class 0
packets grows with the increase in the number of buffers,
surprisingly it seems to grow linearly.

III. A PPROXIMATED ANALYSIS

The complexity of the numerical solution presented
above may still be too high to allow solving the system
for buffer sizes exceeding a few tens of packets. For
the case where system behavior is controlled by total
occupancy thresholds we suggest instead to model the
system by a single parameter, its total occupancy, as
explained below.

A. Analysis of total system occupancy

We suggest looking at the one dimensional state space
representing the total occupancy of the shared memory
buffer, namely, the number of packets (of all types)
present in the system at a given moment.

Fig. 4. A Markov chain model for the total system occupancy

In this analysis the system can be modeled by a
continuous-time Markov chain withn + 1 states as
illustrated in figure 4 for the case of n=4.

The state transition probabilities are given by

qu,u+1 =





λ1 + λ2 + λ3 if u ≤ nth

λ1 + λ3 if nth < u < n
0 if u = n

(13)

qu,u−1 =

{
µ if 0 < u ≤ n
0 if u = 0

To find the steady state probabilities,πu, we solve the
system equilibrium equations, together with the proba-
bility conservation relation:

qu,u+1πu = qu,u−1πu+1 0 ≤ u ≤ n− 1 (14)

n∑

u=0

πu = 1 (15)

we defineρu for the unrestricted full load case, and
ρr for the restricted load case (when occupancy is over
the threshold):

ρu = (λ1 + λ2 + λ3)/µ (16)

ρr = (λ1 + λ3)/µ

solving this equation explicitly yields:

πu =

{
π0(ρu)u if u ≤ nth + 1
π(nth+1)(ρr)(u−nth−1) if nth + 1 < u ≤ n

(17)

and applying the probability conservation (eq. 15)
yields:

π0 =
(1− ρu)(1− ρr)

(1− ρr)(1− ρnth+2
u ) + ρnth+1

u ρr(1− ρu)(1− ρn−nth−1
r )

(18)

The drop probabilities for the different traffic types
(i.e., high priority committed traffic, high priority excess
traffic, and low priority committed traffic, denoted by
η1, η2, andη3 respectively) can be calculated as follows:

η1 = πn

η2 =
n∑

u=nth+1

πu (19)

η3 = πn

explicitly:

η1 = π0ρ
nth+1
u ρn−nth−1

r

η2 = π0ρ
nth+1
u

1− ρn−nth
r

1− ρr
(20)

η3 = η1
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We are interested in the regime where(λ1+λ3)/µ < 1
or else committed traffic will be lost with probability 1.
Furthermore we look mainly at the case when the total
load, (λ1 + λ2 + λ3)/µ, exceeds unity as it represents
periods of congestion.

Figure 5 shows total occupancy distribution for two
loads points of 1.05 and 1.15 (unless otherwise specified
the system load is defined as the aggregate load of
all packet types. Also unless otherwise specified the
rate is equal for all types. i.e.,λ1 = λ2 = λ3). This
figure demonstrates that in the cases of interest the total
occupancy probability distribution drops fast above the
threshold. This allows the infinite buffer assumption,
given that the actual space above the threshold is large
enough.

Figure 6 shows the acceptance of the various packet
types as a function of the threshold value at the same
two load values (committed traffic in these figures is not
lost according to our infinite capacity assumption). Both
figures include the simulation results for comparison see
section V. See section IV for more details.
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Fig. 5. Total system occupancy distribution function at two load
points

B. Delay analysis

We present here an analysis due to [Kle76] concerning
multi-priority infinite capacity queueing. The following
section adapts a similar method for the approximate
analysis of our model. Let a ’tagged’ customer arrive at
the system. The ’tagged’ customer’s total waiting time
(in queue) is comprised of three parts. The first part
is due to the customer found in service (the system is
nonpreemptive). The second part is due to customers of
equal or greater priority already present in the queue and
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Fig. 6. Acceptance Vs. Threshold at two load points. The buffer size
is large enough so committed traffic loss probability is negligable

subscriptp Priority index. Higher values mean higher priorities
(p ∈ {0, 1, ..., P}).

Wp Average waiting time in queue for a customer of
priority p.

Ŵ0 Average time from the random instant of customer
arrival until the completion of the current service

Nip number of customers from priority classi found in
queue by an arriving tagged customer of priorityp and
receiving service before him.

Mip Number of customers from groupi who arrive while
the tagged customer is in queue, and receive service
before him.

x̄p Average service time for customers of priorityp
λ̂p Average arrival rate of priority p customers

TABLE I

SYMBOLS USED IN MULTIPLE PRIORITY DELAY CALCULATIONS

receiving service before the tagged customer. The Third
part is due to customers of higher priority arriving while
the tagged customer is waiting in the queue and receiving
service before him. We use the definitions of Table I.
Please note the carets in the notations:λ̂p represent the
average input rate into the classp queue (as opposed to
λ1,λ2 and λ3 representing the poisson process rate of
the three traffic types). AndŴ0 is the random residual
service time as opposed to the waiting time of classp
denotedWp. And so:

Wp = Ŵ0 +
P∑

i=0

x̄i(Nip + Mip) (21)

By our queueing discipline:

Nip = 0 if i = 0, 1, 2, ..., p− 1

Mip = 0 if i = 0, 1, 2, ..., p
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(22)

By little’s theorem:

Nip = λ̂iWi if i = p, p + 1, ..., P

Mip = λ̂iWp if i = p + 1, p + 2, ..., P

(23)

This system can be solved recursively to obtain:

Wp =
Ŵ0

(1− σp)(1− σp+1)

σp =
P∑

i=p

ρi (24)

ρi = x̄iλ̂i

Ŵ0 is due to residual theory (see [Kle76] Sec 1.7).

Ŵ0 =
P∑

i=0

ρi
x̄2

i

2x̄i
(25)

Which is the sum of the average residual service times
for each priority class, weighted by the chance of one of
its members being in service (ρi).

C. Adaptation to the model

For our approximated analysis of the delay in the
threshold governed priority queue we will use a similar
steady state approach to the one described in [Kle76].
Here again we make the infinite capacity approximation
(see section I).

We now claim that under the above assumptions we
can approximate the average waiting time of the high
priority queue in our system using the results from the
infinite case presented in section??.

Let us write the waiting time equation for priority 1
(see equation 21 above) for our case:

W1 = Ŵ0 + x̄1N1

substitutingλ̂1W1 for N1 by little’s theorem and rear-
ranging yields:

W1 =
Ŵ0

1− x̄1λ̂1

(26)

We adapt this result to the model under consideration
by recalculatingλ̂i and Ŵ0 using the steady state dis-
tribution of the total system occupancy obtained above
(see section III-A). In our case (exponential service at
rate µ for all priorities) bothx̄i and x̄2

i

2x̄i
reduce to1/µ

for every i. The chance of the server being free is1−π0

(see equation 18). ThereforêW0 (see equation 25) can
be written as:

Ŵ0 =
1
µ

(1− π0) (27)

Since we consider infinite total capacity, the total system
occupancy distribution function (equation 17) becomes:

πu = π0(ρu)u if u ≤ nth + 1

πu = πnth
(ρr)(u−nth) if nth + 1 < u (28)

where

π0 =
(1− ρu)(1− ρr)

(1− ρr)(1− ρnth+2
u ) + ρnth+1

u ρr(1− ρu)
(29)

The average input rate for the high priority queue can
now be calculated as:

λ̂1 = (λ1 + λ2) · P (occupancy ≤ nth)

+(λ1) · P (nth < occupancy) (30)

yielding :

λ̂1 = π0[(
1− ρnth+1

u

1− ρu
)(λ1 + λ2) + ρnth+1

u (
1

1− ρr
)(λ1)](31)

and so we have:

W1 =
Ŵ0

1− 1
µ λ̂1

(32)

The full result is obtained by combining equations 32,
27, 29 and 31.

Using this result together with Little’s theorem we can
calculate the waiting time of the low priority queue. The
average occupancy of the low priority queue is:

N0 = λ̂0W0 = N −N1 (33)

N1 = W1λ̂1, and N can be calculated using the
results of the total system occupancy distribution (eq.
28), yielding:

N =
π0

(1− ρu)2
[ρnth+2

u ((nth + 1)ρu − (nth + 2)) + ρu]−
π0

(1− ρr)2
[ρrρ

nth+1
u ((nth + 1)ρr − (nth + 2))] (34)

λ̂0 in this case is equivalent toλ3.

and so:

W0 =
N −W1λ̂1

λ3
(35)
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Fig. 7. Delay vs. Load

In figure 7 the expected delay is shown (theoretical
calculations and corresponding simulated results) as a
function of the aggregate load for all priorities. The
figure shows that our analysis agrees with the simulation
we conducted. The simulation model is discussed in
section V. For a full description of system behavior see
section IV.

IV. SYSTEM BEHAVIOR AND TRAD-OFFS

Using the above results we can now study the system
behavior and trade-offs presented as a function of load
and threshold selection. We are interested in the regime
where the aggregate input rate is close to the service rate
(i.e., time of congestion). We assume that the committed
traffic is allocated enough resources to keep loss low
(namely, committed aggregate input rate,λ1 + λ3, is
lower than the service rate, and buffer space above
the threshold ,i.e.,n − nth, is allocated). This is a
logical common policy. Low loss can be verified by
checking that expected committed traffic loss ratios (η1

or equivalentlyη3 of equation 19) are negligible.

In figures 8, 9 and 10 we show the effect of different
loads and threshold values on the service level received
by the committed and excess traffic of both priorities.
Looking first at high priority (committed and excess)
traffic delay (figure 8) we observe that the strict priority
service scheme promises low delay that is affected
by the threshold only when it becomes too low. This
phenomenon is due to higher rejection of excess traffic
as the threshold is lowered. This reduces the total load on
the high priority queue and thus lowers the average delay
of high priority packets. On the other hand (see figure
9), low priority traffic suffers a delay that grows linearly
with the threshold value (this is the case in the regime
of interest: where the aggregate load is higher than

unity). This is understood since the total queue length
is controlled by the threshold in congestion periods.

Finally looking at the excess traffic acceptance, we
see that for each load value there is a maximum accep-
tance ratio that can be reached by raising the threshold.
This maximum ratio represents full utilization of service
bandwidth left over after all committed traffic is served.
It can be seen that for higher load values low threshold
values suffice to reach the maximum utilization. This
property of the system can also be seen in the excess
rejection depicted in figure 11. This behavior is due to
the fact that at lower loads the server’s idle probability
(π0) is significant (see figure 5). Increasing the effective
queue length for the excess traffic (raising the threshold),
lowers this probability andincreases the utilization of
the server, resulting in more excess traffic throughput.

To summarize: a reasonable design procedure would
be to set committed traffic bandwidth share and loss
probability targets (these would be in compliance with
the various SLA commitments to the customers sharing
this link, and monitored by a marking scheme). These
performance targets for the committed traffic can be
achieved by allocating sufficient headroom above the
threshold so that even at high congestion periods loss
probability remains low. Next the value of the threshold
(and thus the total memory space allocated to the queue)
can be set. The threshold selected is set to achieve the
desired tradeoff between excess traffic acceptance and
low priority delay. In addition the above analysis shows
that for a given expected maximum aggregate link load,
there is a threshold value region above which raising the
threshold does not significantly improve acceptance ratio
for excess traffic.
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V. SYSTEM SIMULATION

The computer simulation model used throughout this
paper has the following characteristics: The packet ar-
rival process is a Poisson process that is an aggregate of
three independent processes (one for each packet type).
Unless otherwise stated the rates of these three processes
are equal (i.e.,λ1 = λ2 = λ3). The packet lengths are
exponentially distributed and thus service time is also
exponentially distributed.

Results throughout the paper (specifically those base
on approximations) are compared to results of this com-
puter simulated model and seem to confirm their validity
.

VI. BURSTY TRAFFIC SIMULATION

So far we have assumed a Poisson arrival process.
The main reason for this assumption is mathematical
tractability. To make our study more complete, we now
extend our model to include bursty traffic conditions.
We do this by means of computer simulation to obtain
some qualitative results. For the simulation of bursty
traffic we use an on/off source, where the on and off
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Fig. 11. Excess traffic rejection

periods are exponentially distributed (Markov Modulated
Poisson Process - MMPP with two states).

In the following simulation run results (figures 12 and
13), each packet type source, was modulated by a two
state (on/off) Markov chain. Steady state probability for
the ’ON’ state is 0.5, and transition rate (on→ off) is
λi/10.
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Fig. 12. Occupancy distribution histogram with Markov modulated
Poisson arrival processes - Simulation of bursty traffic. Theory graph
(line) is the corresponding distribution function in the Poisson arrival
process case given for comparison

Three phenomena can be seen. First, acceptance of
excess traffic is more affected by threshold values than
traffic of the same load modeled by a Poisson arrival
process. This can be attributed to the fact that in the
bursty traffic case the probability of an idle server
increases (figure 13), similarly to the cases of lower
load points in the Poisson arrival model (see section
IV). If the threshold occupancy value is selected high
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enough so that the server is fully utilized the excess
traffic throughput reaches its theoretical limit as in the
Poisson arrival process case. Second we can see that
burstiness has little effect on the delay of the low priority
traffic (figure 12 bottom graph). This is can be explained
by the averaging effect of the fully occupied low priority
queue, making threshold value the dominant factor in
low priority delay. Third, we see that high priority delay
is affected by the threshold, increasing as the threshold
value is raised and reaching a value more than twice as
high as that of the Poisson case. As in the lower loads of
the Poisson case (see section IV), the increasing delay
is attributed to the increasing acceptance of the excess
traffic (figure 12 top graph). The higher asymptotic delay
is due to the fact that the bursts are of lengths comparable
and even larger than the average queue length of the
high priority queue (e.g., in the case shown in figures
13 and 12 the average burst size is ten packets, and the
average high priority queue length in the corresponding
Poisson case is 2.7 packets). Because of this situation
the burstiness is affecting the average size of the high
priority queue, increasing the its average delay.

VII. E XCESS LOW PRIORITY TRAFFIC

The approximated method shown above can be easily
extended to get results for the more realistic model
consisting of excess traffic of low priority as well (as
described in the Introduction: section I).

We thus add a fourth arrival process of low prior-
ity excess traffic of rateλ4. This traffic type will be
controlled in a similar manner: when the portion of the
buffer occupied, by all packet types, exceedsα0E ≤ α1E ,
excess low priority traffic will be rejected and lost. This

creates a policy where low priority excess traffic will be
the first to be dropped when congestion occurs. If the
congestion is not relieved and the buffer’s occupancy
continues to climb then high priority excess traffic will
also be dropped. The main results for this extended
model follow.

The new threshold will be denoted bynth1 = α0En
andnth2 = α1En will be used in this section to denote
the threshold controlling the high priority excess traffic.
Also, for this section, we redefine the aggregate loads:

ρu = (λ1 + λ2 + λ3 + λ4)/µ

ρr = (λ1 + λ2 + λ3)/µ (36)

ρm = (λ1 + λ3)/µ

The state probability function of the total buffer oc-
cupancy:

πu =





π0ρ
u
u if u ≤ nth1 + 1

π(nth1+1)ρ
(u−nth1−1)
r if nth1 + 1 < u ≤ nth2 + 1

π(nth1+1)ρ
(nth2−nth1)
r ρ(u−nth2−1)

m

if nth2 + 1 < u ≤ n

(37)

π0 follows from the probability conservation (eq. 15):

π−1
0 =

ρu
nth1+2 − 1
ρu − 1

+
ρu

nth1+1(ρr
nth2−nth1+1 − ρr )
ρr − 1

+
ρu

nth1+1ρr
nth2−nth1 (ρm

n−nth2 − ρm)
ρm − 1

(38)

Drop probabilities for the high priority committed
traffic (denoted byη1), high priority excess traffic (η2),
low priority committed traffic (η3), and low priority
excess traffic (η4) are:

η1 = π0ρu
nth1+1ρr

nth2−nth1 ρm
n−nth2−1

η2 = π0
ρu

nth1+1ρr
nth2−nth1 (1− ρm

n−nth2 )
1− ρm

(39)

η3 = η1

η4 = η2 + π0
ρu

nth1+1 (1− ρr
nth2−nth1 )

1− ρr
(40)

The average high priority input rate is now:

λ̂1 = (λ1 + λ2) · P (occupancy ≤ nth2)

+(λ1) · P (nth2 < occupancy < n) (41)

yielding :

λ̂1 = π0[(
ρu

nth1+1 − 1
ρu − 1

+
ρu

nth1+1 (ρr
nth2−nth1 − 1)

ρr − 1
)(λ1 + λ2)

+(
ρu

nth1+1ρr
nth2−nth1

(
ρm

n−nth2−1 − 1
)

ρm − 1
)(λ1)] (42)
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Having calculated these quantities we can now use
equations 27 and 32 with the neŵλ1 andπ0 values, to
get the expected delay for the high priority traffic,W1.

To complete the analysis for this case, equation 35
will be rewritten as:

W0 =
N −W1λ̂1

λ̂0

(43)

Where

λ̂0 = (λ3 + λ4) · P (occupancy ≤ nth1)

+(λ3) · P (nth1 < occupancy < n) (44)

λ̂0 = π0[(
ρu

nth1+1 − 1
ρu − 1

)(λ3 + λ4) (45)

+(
ρu

nth1+1 (ρr
nth2−nth1 − 1)

ρr − 1

+
ρu

nth1+1ρr
nth2−nth1

(
ρm

n−nth2−1 − 1
)

ρm − 1
)(λ3)]

The average total occupancy,N , is calculated using
the total occupancy distribution function (equation 37):

N =
n∑

u=0

uπu

N =
ρu

nth1+2 ((nth1 + 1) ρu − nth1 − 2)
(ρu − 1)2

+
ρu

(ρu − 1)2

+
ρu

nth1+1ρr
nth2−nth1+1 ((nth2 + 1) ρr − nth2 − 2)

(ρr − 1)2

−ρu
nth1+1ρr ((nth1 + 1) ρr − nth1 − 2)

(ρr − 1)2

+
ρu

nth1+1ρr
nth2−nth1 ρm

n−nth2 (nρm − n− 1)
(ρm − 1)2

−ρu
nth1+1ρr

nth2−nth1 ρm ((nth2 + 1) ρm − nth2 − 2)
(ρm − 1)2

As before, we assume that enough buffer space is
allocated above thenth2 threshold, so that committed
traffic loss probability is acceptable and in agreement
with the SLA (and this is the case in the following
figures); But the expressions given above do without this
assumption and are valid for the general case where the
buffer is finite.

Three figures are included to demonstrate the behavior
of the system in this case. Figure 14 shows the total
buffer occupancy distribution function. Figure 15 shows
the new trade off between the acceptance ratios of the

two excess traffic classes, controlled by the position of
thenth2 threshold. Note that acceptance ratio for the high
priority excess traffic reaches 100% since the aggregate
load of the committed traffic (both high and low priority)
and the high priority excess traffic is lower than unity.
Finally figure 16 show the effect ofnth2 on the low
priority expected delay.
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VIII. C ONCLUDING REMARKS
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