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Abstract—Two rate SLAs become incrisingly popular is stated in terms of a service level agreement (SLA). In
in todays Internet, allowing a customer to save money by its simplest form it ensures the customer a minimum
paying one price for commited traffic and a much lower @f expected bandwidth for its usage and may allow
price for additional traffic which is not guaranteed. These g4gitional bandwidth to be used based on availability.

type of SLAs are suggested for all types of traffic from best The SLA may also define delay requirements (e.g., for
effort to QoS constraint applications. Dimensioning and . L I
real time applications).

management of queues for multiple priorities each with
two levels of guarentees becomes an interesting challange. We examine a typical case where several classes of
We present a simple analysis of a multipriority multi  Services are defined. Customers reqyiring high' perfor-
discard level system controlled by a buffer occupancy mance (e.g., low delay and loss as defined in their SLAS)
threshold policy aimed at assuring service level agree- are assigned to the high priority class. Other customers
ment compliance for conforming (i.e., committed) traffic, are assigned to the lower priority classes with lower
and performa_\nce maximization for non-conformlng_ (i.e., performance. The packets of a given class, that conform
excess) traffic. Our analysis shows how the different 1, the agreed expected bandwidth, are termed in this
system parameters: total buffer size, threshold position, work committed bandwidth traffic of that class, and the

and offered load control performance for the committed kets that d i f ¢ d traffi
and excess traffic. Our results allow engineering of the packets that ao not coniorm are termed excess traflc

system parameters aimed at assuring high service level(th€se are sometimes termed ‘in° and ‘out’ packets,
agreement compliance for conforming (i.e., committed) respectively).
traffic, and performance maximization for non-conforming Typically at the ingress of the network, the provider
(i.e., excess) traffic. monitors each class of traffic and marks the packets
that exceed the committed rate as excess. The provider
assures negligible drop probability for the committed
traffic (of all classes) even during congestion periods.
In the ongoing work aimed at finding the way tg¢/Vhen congestion occurs the policy is to drop the excess
transform the internet from the single class best effdf@ffic with higher probability. Specifically this policy
service, to providing a variety of service classes offerif§€ans that in a congestion period it is preferable to drop
different performance guarantees (QoS), simple coa@¢cess traffic of high priority to dropping low priority
schemes and lightweight hardware support have becofgnmitted traffic.
popular. Some such schemes are based on the conceprhplementation of such QoS policies in the network
of classification and performance level assignments aire nodes may be done by means of packet scheduling
the edge of the networks. Packets are marked or taggedl buffer management mechanisms that handle packets
accordingly, and this marking is used to apply differeraccording to their marked class and rate conformance.
tiated handling of the packets in the core of the networks mentioned, packet scheduling schemes set to achieve
These ideas took form in the extensive work of théelay and loss differentiation may employ some kind
differentiated services (DiffServ) working group of thef priority queueing. Buffer management in congestion
IETF [NBBB98], [BBC™98], [NC01], [Gro02]. They periods typically includes a packet drop policy used to
were later also incorporated into the MPLS world in theontrol and manage congestion.
form of MPLS DiffServ-TE technology [FWD02], and  Queue management has been studied extensively
recently introduced into the Metro Ethernet world, witlikkgo], [CH98] and complete memory sharing among
the standardization efforts of the Metro Ethernet Forugy cjasses has been shown to provide optimal throughput
[For04], [San04]. / delay performance and maximal utilization of available
A typical contract between a customer and a provideremory in the system [FT89], [IKMO1].
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There is a long line of work that examines thresholdature of our queue in our model only to the extent
policies for two (or more) types of packets that shameeded to analyze committed traffic loss. For the most
a single FIFO buffer [CGK94], [CGGK95], [AMRRO0Q], part we assume that the headroom (i.e., the buffer space
[LPS02], these deal with, either the case of a single clessove the threshold) is infinite. This assumption is based
of packets some which are marked as discard eligilde two facts: 1. The marking process employed at the
(e.g., non rate conforming), or the case of multipleetwork ingress, controls the committed traffic rate and
classes of packets that are sharing a single FIFO buffelmaracteristics. 2. The system design process is aimed at
In this paper we consider, for the first time, the casevoiding committed traffic loss. Indeed we show that the
of multiple priority classes of packets each having twsystem designed this way has a quickly dropping buffer-
discard levels, namely committed and excess packetsoccupancy distribution function above the threshold. This

The system proposed in this work can be considerglows for for the infinite headroom as_sumption given
as a simple low cost and fast core node supportil%at the' agtual headroom alloca_ted is large enough.
coarse QoS differentiation. The system is based onGgneralizations of the system, doing without the above
single shared memory space accommodating multi;ﬂkent'oned simplifications, are addressed later in the
FIFO queues (one per priority class). Packets are s&R'k-
viced according to a strict priority scheduling policy

A simple total-occupancy-threshold policy is used fc g priony sherea e
buffer management (see Sec. 3.3 in [CGK94]). committed ' “--..>
el -
We wish to analyze and study the behavior of suchHigh priority excess  A: —]
system and provide guidelines for setting optimal syste  Low priority A _®
. . committed T T
parameters (thresholds and buffer sizes) given traf —» clelelefcle -
conditions. Our goal is to satisfy the requirements of ttLow priority excess A —|
SLA defined for the committed traffic (i.e., negligible

drop probability, and adequate delay for each priority

class) while maximizing the utilization of available exFig- 1. System model

cess bandwidth to serve the revenue generating excess

traffic. This is to be achieved with minimal memory We start by giving exact numerical analysis of this and

requirements. derive the loss and delay of the different type of packets.
To this end we use the following model (see figure 1)\€Xt We present an approximated and simple analysis
The system is comprised of two priority queues: hat allows us to easily explore the trade-off's of the

system parameters. Next we present a simulation study of

« Priority queue 1 (high priority) serves two trafficthis system to validate our approximation assumptions.
types, committed and excess. The excess traffic

:f]h?;?[rs]agr?gritbyer;f:snss t?e]:ff?c tggeczh?ﬁﬁé Vggg:: d of threshold that we terntross class thresholdThis
total buf?er S )z/ice ortion oceu iedp(b all rioritie?Hreshold limits excess traffic on some class based on the
b P P yalp ?ength of the queue of lower priority committed traffic.

an.d (_jlscard levels). . . This enables us better utilization of the buffer space and
« Priority queue 0 (low priority) has two traffic types’better absorption of bursts

committed and excess. The threshalgk, has the

same meaning as that defined for priority 1 traffic. Th_e rest of the paper is structured as follows.... In
Section II-A we present an exact analysis of the system

described above, and in Section II-B we show how it can
Our goal is to present a simple tractable model tme done efficiently. Section V presents simulation results
allow efficient analysis and calculation. For simplicityand Sectior?? presents the new cross class threshold.
we first present analysis that uses a simpler model. In
this simplified model the high priority queue is presented
with both excess and committed traffic, and the low
priority traffic is presented with committed traffic only.
Thus we have three packet types: high priority commit-
ted, high priority excess, and low priority committed. Two queues share a buffer space rofpackets (or
Second, we use Poisson arrival processes to modelcalls). The high priority queue serves committed traffic
incoming traffic types. Third we deal with the finiteand excess traffic packet arrivals modeled by a Poisson

??? Finally, we present a novel idea of a new type

Service is non preemptive.

Il. THE SYSTEM MODEL



process of rates; and ), respectively. The low priority  To find the steady state probabilities,s, we can solve
gueue serves committed traffic packet arrivals, also mdtie the system equilibrium equationg@) = 0 (Q is
eled as a Poisson process at rajeService rate ig (see derived directly from the infinitesimal transition rates,
figure 1). The threshold is denoted, = a;gn. When 7 is the vector of steady state probabilities), together
the total occupancy of the buffer is above this thresholdjth the probability conservation relatiod;, o) m¢s =
excess high priority traffic is rejected and lost. 1. This numerical solution require®(n2+)) basic
operations, wher@®(z2*) is the number of operations
used by the matrix inversion algorithm for anx =z
matrix (for the best known matrix inversion algorithm

In this section we present an exact analysis of the sys-> 0.5). |.e., the solution require®(n°) operations.

tem and derive for each class and priority the throughplit the following, we shall describe methods to make
and average delay. the problem more tractable, by presenting a recursive

solution that requires only(n?) operations.

A. Exact analysis

Q t+l, We are interested in the regime whekg + A3 is
4,0 - . . . .
¥ smaller thanu or else committed traffic will discarded
AlIH with probability 1. Under this condition we can calculate
| 8 the drop probabilityn; as follows:
30 —>@ @ AN PR .
ALK m = Zm,nﬂ' (2)
1=0
20 (21 @ @ o= Z Ti,j (3)
g - t+J>nNtn
n
ny = Zﬂ'i,n—i (4)
1‘0 rl,;l l; 1,3 =0
I I Note that by definitiory; = 13 which shows that there
is no preference between the two priority classes in the
/ acceptance probability.
@0/1 N 02/ N @ ~To estimate the average delay for the lower class: Let
Fig. 2. A Markov chain for the two queue system. N; be the average number of cells of tyjpia the system.
) N3 = Z i3]
The above system can be modeled by a continuous- i

time Markov chain with(n + 1)(n + 2)/2 states as
illustrated in figure 2 for the case where= 4. Each Using Little’s Law we know that the average deldy,
state is represented by the ordered fair), wheret is given by
is the number of high priority packets in the buffer and

s the number of low priority packets. The infinitesimal Ty = Ns  _ Ef;ﬂ' Ti.jJ (5)
transition rates from stat&, s) to state(t',s), qisv.s (T=m3)As (1= 2o Min—i)A3
are (see Figure 2)
Qst-1s = M B. Reducing the Analysis Complexity Using Recurrence
90,5,05-1 = H (1) We can reduce the computation complexity above by
Qtststl = A3 using recursion. Our aim is to write the steady state
My 0t s<nyg, probabilities of all the system states,s, as ft_mct_ions
Qtst+ls = A if £+ 5> ny, of o5, 0 < s < n. Then,_we can wrlt@_eqU|I|br|um _
_ equations and together with the probability conservation
ALt A2+ A3 ift+s=0 equation we obtaim + 1 linear equations that can be
—Qt,sts = At Ag+p 1T 0<t4s < golved with complexity 0f0(n3).

A 4+ ) if ¢ >
1+ A3+ p s> nn Using the Markov chain illustrated in figure 2 and the

Note that—gq; s is the transition rate out of stafe, s). transition rates of Eq. 13 (also illustrated in figure 2), we



can write the following:(n+1)/2 equilibrium equations ~ The above recurrence suggests thatmall can be

written as functions ofrg g, i.e.,

—Qtst,sTts — (qts—1,tsTts—1
n
+qt+1,s,t,s7rt+1,s + qt—1,s,t,sTt—1,s (6) Ty = Z Ct,s(l)ﬂ-o,la (9)
—qt,0,t,0Tt0 = qt+1,0t,07t+1,0 + §t—1,0,,07t—1,0
I<t<n-1 It is easier to calculate the recurrence for the coefficients,
—G050.5T0.s = Q05105051+ q1.5.0.5TLs Ct.s(1), rather than directly forr; . First, we calculate
40.541.0,5T0,541 1<s<n-—1 the coefficients ofr; s by
—q0,0,0,0m0,0 = ¢1,0,0,071,0 + ¢0,1,0,070,1 Cis(s) = —qos0s/q,s0s $=01,2,...,n—1
—1) = —qgos— s=1,2,....n—1
Substituting the values foy; ;v from Equation 13 1s(s = 1) 90,5-1.0,5/T1,5.0,5 ey
in Equation 6 we can rewrite the equilibrium equa‘uon@l s6+1) = —qos+10s/0s0s 5=0,1,2,...,m—1
as Cis(l) = 0 |l—s[>1 (10)
—(AM+ A2+ A3+ p)me A3Th 51 + UTeg1s Next, we calculate the coefficients of; ; for ¢ =
+(A1 4 A2) 1, 2,3,...,n—1
t>0t+ssnm () Cym) = (@15-15Cs(m) (11)
—(AM + A3+ p)mes A3 -1 + U415 ~Gt1.5-14-1,5Ci—1,6-1(m)

—(AM F A3+ p)me s

—(AMF+ A+ A3+ pw)mep

—(AM+ A3+ )T, 410
—(A+ A3+ p)mip

+(A + o)1,
t>0,t+s=np+1

A3 g1 The recurrence calculation requir@$n®) operations.

R n + 1 equilibrium equations are not used to der!ve the

' ' recurrence, thus of them can be used together with the

t>0,t4s>mny+1 probability conservation equation, in equation system 12,

pmiv1,0 + (A1 + A2)m—10to achieve the following: + 1 linear equation system,
1<t <ny whose solution complexity is lower than(n?).

_Qt—2,s,t—1,sct—2,s (m))/Qt,s,t—l,s

B, +2,0 + (A1 + A2) T, 0
HTe41,0 + A1Te—1,0,
gy +1<t<n—1

“Qtn—ttn—tTtn—t — GQtn—(t+1),t,n—tTt,n—(t4+1) #@2)

qt—1n—ttn—tTt—1,n—t

1<t<n-1
—(AMF+ A+ A3+ ) A3T0,s—1 + U1 s + pm
( ! 2 3 u) 0, 3M0,s—1 7 1,5 T [1700,5+1, —q0,n,0nT0,n = q0n—1,0n7T0,n—1
s<n
> Tith Z Tis = 1
—(AL + A3+ p)mo s A3T0,s—1 + 7T1,s + 70,5415 (t,s)
S > Nyp h h &
Using the recurrence on the coefficients we can write
—(A1+ A2+ A3)7 T 0+ MU
(A1 + A2+ A3)mo0 W10 + (o1 Eq. 12 as
Now, we can write the following recursion relations n
for Ttsy > 0: - Z Qt,n—t,t,n—tct,n—t(m)ﬂ'o,m =
m=0
n
1,0 = (-¢0,0,0,070,0 — 40,1,0,070,1)/91,0,0,0 (8)
Z (Qt,n—(t+1),t,n—t0t,n—(t+1)(m)
T1,s = (*QO,s,o,sﬂo,s —40,5—1,0,s70,s—1 — CJ0,5+1,0,57T0,5+1) m=0
/q1,s,0,s s=1,2,...,n—1 +Qt—1,n—t,t,n—tCt—1,n—t(m))ﬂ'o,m
o = (—G—1,0,t-1,0Tt—1,0 — §t—2,0,t—1,0Tt—2,0) l<t<n-1
<t < . - . .
[dtst-1s 2Zstsn and rewrite the probability conservation equation as
Tt,s = (_Qt—Ls,t—l,sﬂ't—l,s —qt—25t—1,sTt—2,5s — T
n—1ln— n
Qt—1,5—1,4—1,5Tt—1,5—1)/ Qt.s,t—1,5 Z Z Z Crs(m)mom =1

t=2,3,...

n s=1,2,....,n—t t=0 s=0m=0



° The state transition probabilities are given by

=

5

g % high pri

g igh priority
g O low priority
=y

S

S

Average delay
N
&
o

o2 " o M+ Ao+ A3 if u<ny,

o1 e N ° Quutl = A+ A3 if ng, <u<n (13)

I 10l EE 0 if u=mn
fo<u<n

Qu,u—1 if uw= 0

s

To find the steady state probabilities,, we solve the
002 system equilibrium equations, together with the proba-

Pr{empty}
o ¢
&

Fig. 3. The analysis as a function of the buffer size Results are
for AM=X=X3=04 andalE =0.8

C. Numerical results

Figure 3 shows that for fairly small values of

Quu+1Ty = Quu—1Tu+1

probability. As can be expected the delay of class tbe threshold):

packets grows with the increase in the number of buffers,
surprisingly it seems to grow linearly.

[11. APPROXIMATED ANALYSIS

The complexity of the numerical solution presented

above may still be too high to allow solving the systerﬁ“

for buffer sizes exceeding a few tens of packets. For
the case where system behavior is controlled by total

occupancy thresholds we suggest instead to model th@nd applying the probability conservation (eq. 15)

Pu =
Pr =

solving this equation explicitly yields:

T(nen+1) (pr)

{ mo(pu)"

system by a single parameter, its total occupancy, yislds:

explained below.
o

A. Analysis of total system occupancy

T
We suggest looking at the one dimensional state sp e

oon o, bility conservation relation:

()\1 + Ao +)\3)//L
(A + A3)/p

ifugnth—kl
if g, Fl<u<n

(u—nen—1)

(1= pu)(1—py)

0<u<n-—1

(14)

(15)

we definep,, for the unrestricted full load case, and
the analysis already reaches steady state in the dpgpfor the restricted load case (when occupancy is over

(16)

17)

(1= pr)(1 = pi™2) + pir ™ p (1= pu) (1 b

18)

he drop probabilities for the different traffic types
, high priority committed traffic, high priority excess

representing the total occupancy of the shared memeuic and jow priority committed traffic, denoted by

buffer, namely, the number of packets (of all typesq)1 o

present in the system at a given moment.
o= =G = —)

Fig. 4. A Markov chain model for the total system occupancy

In this analysis the system can be modeled by a
continuous-time Markov chain witm + 1 states as
illustrated in figure 4 for the case of n=4.

m

12

3

explicitly:

m =

n =
n3y =

= 7Tn

n
= > T
u=nn+1
= 7Tn

nep+1 n—nip—1

TPy P
1 _ N—N¢th
WOPZ”"H 1 frp
T
m

andns respectively) can be calculated as follows:

(19)

(20)

n—mnmgp—1

)



We are interested in the regime whédg +X3)/p < 1 oo _gocPtance vs Thieshold (load:L15) o
or else committed traffic will be lost with probability 1.
Furthermore we look mainly at the case when the tota§ ,|
load, (A1 + A2 + A3)/u, exceeds unity as it representsgm, |

ri f con ion. I oo O & o
pe Pds of congestio o 08f o —B—

Figure 5 shows total occupancy distribution for two os; = = - = p~ -
loads points of 1.05 and 1.15 (unless otherwise specified threshold [packets]

Acceptance vs Threshold (load:1.05)
P Py

the system load is defined as the aggregate load of x
all packet types. Also unless otherwise specified théog, |
rate is equal for all types. i.eA;1 = Ay = A3). This '

et ral

figure demonstrates that in the cases of interest the totals 5 " "
occupancy probability distribution drops fast above the | ‘ ‘ ‘ ‘ ‘
threshold. This allows the infinite buffer assumption, * 2 0 reshod loackets] % °

glven that the aCtual Space above the threshold |S Ié‘ - accept excess —theory O commit O - simulation * commitl-sim DO excess 1-sim
enough.

Figure 6 shows the acceptance of the various pac
types as a function of the threshold value at the same
two load values (committed traffic in these figures is npDEubscriptp | Priority index. Higher values mean higher prioritigs

Fig. 6. Acceptance Vs. Threshold at two load points. The buffer size
rge enough so committed traffic loss probability is negligable

lost according to our infinite capacity assumption). Both wefo1,...Ph).
figures include the simulation results for comparison se&” ﬁ;’iﬁ:ﬁsep waiting time in queue for a customer [of
section V. See section IV for more details. Wo Average time from the random instant of customer
arrival until the completion of the current service
Total Occupancy (load-1.05 threshold- 64) Nip number of customers from priority clagsfound in
0.08- oo T I simulation - histogram queue by an arriving tagged customer of priogitand
theory - distribution fuction receiving service before him.
0.08¢ 1 M, Number of customers from groupwho arrive while
0.041 1 the tagged customer is in queue, and receive seryice
00zl : : i before him.
- Zp Average service time for customers of priorjty
=0 1 2 m 4 5 6 7w 8 s 1o Xp Average arrival rate of priority p customers

packets
Total Occupancy (load-1.15 threshold- 64) TABLE |

‘ ‘ ‘ ‘ ‘ ‘ i SYMBOLS USED IN MULTIPLE PRIORITY DELAY CALCULATIONS

0.08

0.04

0.02

receiving service before the tagged customer. The Third
%0 100 part is due to customers of higher priority arriving while
the tagged customer is waiting in the queue and receiving
service before him. We use the definitions of Table I.
Fig. 5. Total system occupancy distribution function at two loaplegse note the carets in the notatial@s:represent the
points average input rate into the clasgjueue (as opposed to
A1,A2 and A3 representing the poisson process rate of
the three traffic types). Andli;, is the random residual
B. Delay analysis service time as opposed to the waiting time of class

We present here an analysis due to [Kle76] concernifi§notedV,. And so:
multi-priority infinite capacity queueing. The following

section adapts a similar method for the approximate A P
analysis of our model. Let a 'tagged’ customer arrive at Wy = Wo+ > &(Nip+ M) (21)
the system. The 'tagged’ customer’s total waiting time i=0

(in queue) is comprised of three parts. The first part gy our queueing discipline:

is due to the customer found in service (the system is _

nonpreemptive). The second part is due to customers of Nip = 0ifi=0,1,2,..,p—1
equal or greater priority already present in the queue and M, = 0ifi=0,1,2,...,p



(22) (see equation 18). Therefoi&,, (see equation 25) can
be written as:

By little’s theorem: . 1
. L Wo = —(1-—mp) (27)
Niyp = \Wiifi=p,p+1,..,P o
My, = \W,ifi=p+1,p+2,..,P Since we consider infinite total capacity, the total system

(23) occupancy distribution function (equation 17) becomes:

. . . = u if u< 1
This system can be solved recursively to obtain: Tu mo(pu) _ WS Tt
) Tu= T (pr) ™) g +1<u  (28)

Wo
W,
b (1—0p)(1 —0pt1) where
(1 —pu)(d —pr)
_ , = 29
K I T R i e Mt
pi = Tk

The average input rate for the high priority queue can
Wy is due to residual theory (see [Kle76] Sec 1.7).now be calculated as:

X = (A1 + X)) - Ploccupancy < ny,)
+(A1) - P(ng, < occupanc 30
Zpl2 (25) ( 1) ( th p y) (30)
T; C e
yielding :
Which is the sum of the average residual service times 1 — prentl 1
for each priority class, weighted by the chance of one af = wo[(%)(Al + Xo) + pyt “(1 ——)(&33)
its members being in service;. Pu pr
and so we have:
C. Adaptation to the model W, = W1O i (32)
1— =X
"

For our approximated analysis of the delay in the
threshold governed priority queue we will use a similar The full result is obtained by combining equations 32,
steady state approach to the one described in [Kle76}% 29 and 31.

Here again we make the infinite capacity approximation

(see section ). Using this result together with Little’s theorem we can

We now claim that under the above assumptions welculate the waiting time of the low priority queue. The
can approximate the average waiting time of the higlverage occupancy of the low priority queue is:
priority queue in our system using the results from the
infinite case presented in secti@f.

Let us write the waiting time equation for priority 1 No = AWo=N-M (33)
(see equation 21 above) for our case: N; = Wi\, and N can be calculated using the
Wy = Wo+ a1V results of the total system occupancy distribution (eq.
. i 28), yielding:
substituting A1 W, for N7 by little’s theorem and rear-
ranging yields:
A o Nnep+2
N = =l (4 Dpu = (nan +2)) + pu] —
W, = 1Wﬁx (26) G;m)
- 0 Tth
1 ﬁ[ﬂrﬂu +1((nth +1)pr — (mn +2))]  (34)
We adapt this result to the model under consideration

by recalculating\; and W, using the steady state dis-
tribution of the total system occupancy obtained above
(see section IlI-A). In our case (exponentlal service at .
rate . for all priorities) bothz; and - reduce tol/u Wy = N-Wih (35)
for every i. The chance of the server belng free ism A3

Xo in this case is equivalent tds.
and so



delay VS load (threshold = 75)
T

10° : : ; unity). This is understood since the total queue length

e is controlled by the threshold in congestion periods.
104/ | | Finally looking at the excess traffic acceptance, we
1 : see that for each load value there is a maximum accep-

tance ratio that can be reached by raising the threshold.
This maximum ratio represents full utilization of service

delay [sec]

Bl Snn R A - bandwidth left over after all committed traffic is served.
o ation It can be seen that for higher load values low threshold
. o ommi smaaton values suffice to reach the maximum utilization. This
Pos om O L TR property of the system can also be seen in the excess
rejection depicted in figure 11. This behavior is due to
Fig. 7. Delay vs. Load the fact that at lower loads the server’s idle probability

(mo) is significant (see figure 5). Increasing the effective
gueue length for the excess traffic (raising the threshold),

In figure 7 the expected delay is shown (theoreticlgwers this proba_lbilit_y andncreases the L_Jtilization of
calculations and corresponding simulated results) aghg server, resulting in more excess traffic throughput.
function of the aggregate load for all priorities. The o .
p ) . : .~ To summarize: a reasonable design procedure would
igure shows that our analysis agrees with the S|mulat|%n

we conducted. The simulation model is discussed |rﬁe to set committed traffic bandwidth share and loss

. o . robability targets (these would be in compliance with
section V. For a full description of system behavior setpﬁ . . .
section IV e various SLA commitments to the customers sharing

this link, and monitored by a marking scheme). These
performance targets for the committed traffic can be
achieved by allocating sufficient headroom above the
threshold so that even at high congestion periods loss

Using the above results we can now study the Systé}ppbability remains low. Next the value of the threshold
behavior and trade-offs presented as a function of lof'd thus the total memory space allocated to the queue)
and threshold selection. We are interested in the regifffd? e set. The threshold selected is set to achieve the
where the aggregate input rate is close to the service rafisired tradeoff between excess traffic acceptance and
(i.e., time of congestion). We assume that the commitdV Priority delay. In addition the above analysis shows

traffic is allocated enough resources to keep loss Id{iAt for a given expected maximum aggregate link load,
(namely, committed aggregate input rate, + As, is there is a threshold value region above which raising the

lower than the service rate, and buffer space abotgeshold does not significantly improve acceptance ratio
the threshold ,i.e.n — n;h, is allocated). This is a fOr €xcess traffic.

logical common policy. Low loss can be verified by
checking that expected committed traffic loss ratigs (

or equivalentlyns of equation 19) are negligible. 102

IV. SYSTEM BEHAVIOR AND TRAD-OFFS

High priority traffic delay Vs. Threshold at different loads
T T T T T T T

951

In figures 8, 9 and 10 we show the effect of different
loads and threshold values on the service level received
by the committed and excess traffic of both priorities.

9l

8.5

©
T

Looking first at high priority (committed and excess) g — o5
traffic delay (figure 8) we observe that the strict priority g”’ o
service scheme promises low delay that is affected | e
by the threshold only when it becomes too low. This  *| _._1:222

phenomenon is due to higher rejection of excess traffic
as the threshold is lowered. This reduces the total load on *°| //WT S

the high priority queue and thus lowers the average delay = w© = 2 @ s @ o @ o w
of high priority packets. On the other hand (see figure

9), low priority traffic suffers a delay that grows IinearIyFig_ 8
with the threshold value (this is the case in the regime

of interest: where the aggregate load is higher than

High priority delay
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periods are exponentially distributed (Markov Modulated
Poisson Process - MMPP with two states).

i —-—Logs In the following simulation run results (figures 12 and
i T —— s 13), each packet type source, was modulated by a two

o o o
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o
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0s —— 12 state (on/off) Markov chain. Steady state probability for
oaf yans N NN NN the 'ON’ state is 0.5, and transition rate (ea off) is
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threshold
i Buffer occupancy distribution — Bursty traffic (Total load = 1.1)
Fig. 10. [Excess acceptance 0.07 ‘ : :
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V. SYSTEM SIMULATION 005

The computer simulation model used throughout this .,
paper has the following characteristics: The packet ar-g
rival process is a Poisson process that is an aggregate of 002
three independent processes (one for each packet type). |
Unless otherwise stated the rates of these three processes
are equal (i.e.A\; = Ay = A3). The packet lengths are  o:
exponentially distributed and thus service time is also
exponentially distributed.

0 10 20 :;O 4‘0 5‘0 60 70
Results throughout the paper (specifically those base Buffer Gecupancy

on approximations) are compared to results of this com- o _

ig. 12. Occupancy distribution histogram with Markov modulated

puter simulated model and seem to confirm their Va“dlgloisson arrival processes - Simulation of bursty traffic. Theory graph

(line) is the corresponding distribution function in the Poisson arrival
process case given for comparison

VI. BURSTY TRAFFIC SIMULATION ,
Three phenomena can be seen. First, acceptance of

So far we have assumed a Poisson arrival processcess traffic is more affected by threshold values than
The main reason for this assumption is mathematidahffic of the same load modeled by a Poisson arrival
tractability. To make our study more complete, we noprocess. This can be attributed to the fact that in the
extend our model to include bursty traffic conditionsursty traffic case the probability of an idle server
We do this by means of computer simulation to obtaincreases (figure 13), similarly to the cases of lower
some qualitative results. For the simulation of burstpad points in the Poisson arrival model (see section
traffic we use an on/off source, where the on and df/). If the threshold occupancy value is selected high
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o UPP SOy Acgeptance s Teshold ofered oadds creates a policy where low priority excess traffic will be
the first to be dropped when congestion occurs. If the
congestion is not relieved and the buffer's occupancy
o= : " continues to climb then high priority excess traffic will
- . " . L J also be dropped. The main results for this extended
model follow.
Em e The new threshold will be denoted by, = aggn
/W 1 andng,s = aggn Will be used in this section to denote
d s e e s a n . (. the threshold controlling the high priority excess traffic.
B o Also, for this section, we redefine the aggregate loads:
T i T e pu = M+ +A3+M)/u
Fig. 13. Delay and acceptance with Markov modulated Poisson pr= ()\1 T F Ag)/u (36)
arrival processes - Simulation of bursty traffic behavior of the model. Pm = (/\1 + )\3)/#
Theory graphs (lines) are the plain Poisson process results for
comparison The state probability function of the total buffer oc-
cupancy:
enough so that the server is fully utilized the excess 0Py (u—nns—1) ff u S Nep + 1
traffic throughput reaches its theoretical limit as in thg =~ — T+ )Pr It np + 1 <u < nno Jf§7)
. - (nen2—nin1) ,(u—ngp2—1)
Poisson arrival process case. Second we can see that T (nsn1+1)Pr Pm
burstiness has little effect on the delay of the low priority if ngpe +1<u<n

traffic (figure 12 bottom graph). This is can be explained
by the averaging effect of the fully occupied low priority
gueue, making threshold value the dominant factor in
low priority delay. Third, we see that high priority delay

mo follows from the probability conservation (eq. 15):

h 2 1 h2 — Toth 1
p 2 ] punzhz-‘r (prntl/ N1+ _pr)

is affected by the threshold, increasing as the threshoiz(g“1 = = +

value is raised and reaching a value more than twice as pu _+11 S P 1

high as that of the Poisson case. As in the lower loads of I (pm" ™" — pm) (38)
the Poisson case (see section 1V), the increasing delay pm —1

is attributed to the increasing acceptance of the excesprop probabilities for the high priority committed

traffic (figure 12 top graph). The higher asymptotic delayaffic (denoted byy,), high priority excess trafficig),
is due to the fact that the bursts are of lengths comparaig priority committed traffic {3), and low priority
and even larger than the average queue length of ¥gess trafficif,) are:

high priority queue (e.g., in the case shown in figures

. . — n1+1 the — Nthi —Npe—1
13 and 12 the average burst size is ten packets, and the 1 = T0Pu’" lpr"’ T
average high priority queue length in the corresponding _ oy ipp T (1 — T2 )
; . T 2 = T (39)
Poisson case is 2.7 packets). Because of this situation 1—pm
the burstiness is affecting the average size of the high " = " -
priority queue, increasing the its average delay. m = 1+ pu T (1 — pylne ) (40)

1_pr

VIl. EXCESS LOW PRIORITY TRAFFIC _ o _
_ _ The average high priority input rate is now:
The approximated method shown above can be easily

~

extended to get results for the more realistic model A1 = (A1 + A2) - Ploccupancy < nyps)
consisting of excess traffic of low priority as well (as +(A1) - P(ngha < occupancy < n) (41)
described in the Introduction: section I). o

We thus add a fourth arrival process of low prior- yielding :
ity excess traffic of rate\s. This traffic type will be r  _ WOKPU""”“ -1 o (py e — 1)) O+ o)
controlled in a similar manner: when the portion of the pu—1 pr—1
buffer occupied, by all packet types, exceeds < a1, o T p e = (g n=me =1 )

excess low priority traffic will be rejected and lost. This +( o — 1 )(A)] (42)
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Having calculated these quantities we can now uBgo excess traffic classes, controlled by the position of
equations 27 and 32 with the newy and m, values, to then,,s threshold. Note that acceptance ratio for the high
get the expected delay for the high priority traffi€;. priority excess traffic reaches 100% since the aggregate

To complete the analysis for this case, equation 3@ad of the committed traffic (both high and low priority)
will be rewritten as: and the high priority excess traffic is lower than unity.

Finally figure 16 show the effect ofi;;,o on the low
priority expected delay.

N — WX
Wy, = — (43) o
)\0 Total occupancy distribution (Double thresh). Total load=1.255 t%EZQS thlE:145
Where
0.02
X = (A3+ M) - Ploccupancy < ngpy)
+(A3) - P(ngp1 < occupancy < n) (44) 0.015
. punmlJrl _1 0.01
Ao = mol( )(A3 + A4) (45)
pu—1
+(pu’flmz+1 (prnthz_nzhl _ 1) 0.005
Pr — 1
N +1 5 Ning —Nins n—"ngpe—1 _ 1
+Pu Pr (Pm >)(>\3)] ° 0 50 100 150 200
Pm — 1 occupancy [packets]

The average total occupancy,, is calculated using _. o . ,
9 pancy; 9 Fig. 14. Total Occupancy distribution function. Traffic loads are

the total occupancy distribution function (equation 37)5\1 = A3 = 0.33 for committed packet streams, high and low priority

n excess traffic loads arg2 = 0.12 and A4 = 0.21 respectively.
N = Z UTTy,
u=0
Excess Low Pri. (EO) traffic acceptance Vs. 1E Threshold at different loads IVAEZQS
a2 (s + 1) pu — ngpr — 2) =
N — U thi P;L thi + Pu 5 | ‘ ‘ ‘ el
(pu—1) (pu—1) — = |
+punm1+1prnmz—nm1+1 ((nthQ + 1) Pr — Niho — 2) L ]
(pr —_ 1)2 50 1(‘]0 1;0 jgmrezég\u(nm) 2‘50 3!‘)0 350
B puntl1,1+1pr ((nthj + 1) p’f‘ - nth] - 2) . ‘ Excess High Pri (E‘l)uamcacceplancev‘s.1EThresho\dalm"‘evenlloadsmJE:QS ‘
(pr —1)° i =1
+pumh1 +1prnf,h,2*nihz pmn*nf,hz (npm —n— 1) j:: ﬁ _%EEE :
2
(pm — 1) ~
B punthl +1p7‘n£h2_nih1 pm ((nthg + 1) pm — Npo — 2) %o 100 150 lgnggm(nm) 250 300 350
(om — 1)2

Fig. 15. Excess Traffic Acceptance vs. High priority excess traffic
As before, we assume that enough buffer Spal(:(:"tﬁges,hold. Traffic loads aral = A3 = 0.33 for committed packet

allocated above they threshold, so that committedstreams, high and low priority excess traffic loads &2e= 0.12 and
traffic loss probability is acceptable and in agreemeiyt = 0.21 respectively.

with the SLA (and this is the case in the following
figures); But the expressions given above do without this
assumption and are valid for the general case where the
buffer is finite.

Three figures are included to demonstrate the behavior REFERENCES

of the system in thls_cas_e' Flgur_e 14 _ShOWS the to ‘\/IRROO] W. Aiello, Y. Mansour, S. Rajagopolan, and A. Rosen.
buffer occupancy distribution function. Figure 15 shows Competitive queue policies for diffrentiated services. In

the new trade off between the acceptance ratios of the IEEE INFOCOM Tel Aviv, Israel, March 2000.

VIIl. CONCLUDING REMARKS
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Fig. 16. Low Priority traffic delay vs. High priority excess traffic

threshold. Traffic loads aral = A3 = 0.33 for committed packet
streams, high and low priority excess traffic loads &2e= 0.12 and
A = 0.21 respectively.
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