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PREFACE

The author hopes that this book will contribute at least a small drop to
efforts of many scientists to understand the nature of the human thinking.
This hope justifies its writing and publication. The approach to this problem
represented in this book is very general one, and just because of this it
allowed us to consider from the single point of view not only the human
thinking, but also problems of molecular genetics, heredity etc..

Dr. Alexander Ya. Temkin (©)
Department of Interdisciplinary Studies
Faculty of Engineering
Tel-Aviv University
Ramat-Aviv
Tel-Aviv 69978
Israel
E-mail: temkin@eng.tau.ac.il
April 15, 1999
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INTRODUCTION

The human thinking is the most wonderful wonder of the World and the
most mysterious enigma attracting attention of scientists, especially during
the last period of time, when the number of them attacking this terribly
complicated and difficult problem essentially increased. This is a great goal
by itself to understand the nature of the human thinking. But the signif-
icance of researches in this field is not limited only with the advance to
the achievement this goal. Really, consequences of the successful progress
in this field and obtained results are (or are expected to be) significant
also for other important fields of science and techniques. For example, two
questions arises from the fact that fundamental physical theories are prod-
ucts of the human thinking: 1)Whether its laws and peculiarities influence
such theories? 2)Maybe some difficulties and contradictions contained in
these theories are consequences of our thinking properties and peculiarities?
These questions can be answered only on the grounds of the knowledge of
the human thinking nature. Something on this subject the reader will find
in Chs. 4 and 5. Another example is the following question: whether such
systems, other than the brain, may exist that process the information by the
same mechanism than that of the brain, in other words, systems thinking as
the human brain does? The mechanism of the information processing by the
human brain must be found to enable us to answer this question. This prob-
lem is considered in Chs. 3 and 5, and some possible consequences of the
existence thinking non-biological systems are considered in Ch. 6. It would
be interesting to consider, in particular, whether astronomic objects such as
Galaxies, star-clusters, interior of a star etc. can process the information as
the human brain does. Notice that the processing of the information implies
not only the processing of the information going in to the considered systen,
but also the production of new information by the considered system itself.
The same thing refers also to researches aiming to understand the mech-
anism of the human thinking by the creation artificial systems (or their
mathematical models) thinking like the human brain, which are developed
in two main directions: 1) artificial intelligence (AI) and 2) artificial neural
networks (NNWs). Though the goal is not yet achieved (there is not yet
adequate model of the human thinking), these researches have already led
to many very interesting results. They also engendered the whole fields of
applications important by themselves, not obligatory connected with the
brain activity, as, for example, the use of NNWs in nuclear engineering.
But what is the cause that the goal of these researches is not yet achieved?
Whether the creation of an adequate model (or models) of the human thinking



is principally impossible or it is only the question of time and additional efforts,
or something is to be changed in essence of such researches? In
Chs. 4 and 5 is found what namely is to be changed in essence of researches
aiming the human brain modeling by NNWs.

When we try to approach the problem of the human thinking , two main
questions arises: 1) what method of the information processing is used by our
brain? 2) how this information processing is governed? Without answers
these two questions a theory of the human thinking cannot be created. The
second question contains a constraint: any answer this question must ex-
plain how a person is able to govern his own thinking, and how he can be
acquainted on his own thinking processes.

In the light of the written above it would be natural, first of all, to search
for an information processing mechanism as general as possible that, just
because of it, can be fit for the information processing in many different
systems of different nature. Then it can be expected that the mechanism
of the information processing by the human brain is a certain version of
this general one. The mechanism of the information processing described
in Chs. 1 - 3, is very general because it is built in the framework of the
abstract set theory and the nature of the considered sets and their elements
is not concretized in the general theory. Of course, they must be concretized
in each particular case of the theory application as mathematical, physical,
chemical, biological a. 0. objects. This mechanism is based on the concept of
chains of binary relations (CRs) , each of which is constructed of elements
of a subset of the given ordered set .A, and their activation (ACRs). An
equivalent theory can be built, if CRs be replaced by chains of structures
defined on these subsets of the set .A. The content of Ch. 4 is based on the
hypothesis that the human brain processes the information by ACRs, and
consequences of this hypothesis are studied. Probably, on a certain stage
of this study their comparison with the experimental facts concerning the
human thinking will allow us to confirm or to disprove this hypothesis.

It is important that the activation of a CR (Ch. 1, §1.3) is executed
by use of a well-ordered set which is a generalization of time (”ordinary”
physical time also can be used in some very important particular cases). It
allows one to define different types of time, e. g., different types of biological
time (circadian clocks, thinking time etc.), and to formulate the mathemat-
ical condition that the time has only one direction. This condition contains
equality that allows one to connect this condition with laws of nature, e. g.,
with laws of physics. We hope that it will permit, in particular, to under-
stand why the physical time is directed to only one direction. An interesting
question arises: whether a system, e. g., a biological system, can possess
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different types of time directed to different directions, for example, circadian
time directed to the direction opposite to the one of the ”ordinary” physical
time? And, if yes, to what consequences it will lead?

In Ch. 7 other objects processing the information by ACRs are con-
sidered. These objects are polymer molecules. Our attention is focused
on DNA (as well as RNA) molecule, but the consideration refers to a wide
class of polymer molecules. Using CRs and ACRs we expressed in terms
of information and information processing properties of polymer molecule
rotational, vibration and electronic movement, and, correspondingly, pro-
cesses occurring on their levels. In the case of molecular genetics it opens
the way to describe uniformly, in terms of the information and its process-
ing, chemical structure of DNA (as well as RNA) molecule (by genetic code),
its electronic structure, vibration and rotational states (by CRs) and their
changes (by ACRs) . In particular, when it is done, it opens the way to
find connection between molecular genetics and information processing by
the brain (thinking), which, in its turn, opens the way to study hereditary
transfer of intellectual faculties and, in general, intellectual peculiarities.

In Chs. 1, 3 and 4 the subsequent expansions of the primary set A (we
call it the source set Ag - see Ch. 1) are considered. The possibility of
such expansions naturally leads to the existence of different levels of the
information processing. For example, the information processing by the
NNW hardware itself (without use of ACRs - basic level, in our terminology)
is the only type of the information processing that is considered in all works
on NNWs. Much more complicated and developed constructions such as
CRs (and corresponding ACRs) are not considered, in general. This is the
main cause of that why NNW is seemed not to be even an approximation
to the adequate model of the human brain . In Ch. 4 the application of the
proposed information processing method to NNW is considered.

If the brain processes the information by ACRs, it can explain the effect
of ”volume transition in the brain” discovered by Luigi F. Agnati, Borje
Bjelke and Kjell Fux (see, for example, Am. Scientist 80, 362-373 (1992)).
In this article they write: ” Just as electrons flow along wires in a circuit, the
neurons in the brain relay information along structured pathways, passing
messages across specific points of contact called synapses. Information can
no more leave the neuronal circuitry than a train can safely leave its tracks.
But there is increasing evidence that neurons can communicate without
making an intimate contact. The relaying of messages across synapses may
be the fastest means of processing information, but it is quite likely that
information often leaves the track.” A CR is not localized in a certain point
of the brain being a combination of many neurons filling up a certain region.
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Therefore, the picture that the neurons in the brain relay information along
structured pathways, does not correspond to the information processing by
ACRs, but to the one without ACRs’ participation, to the basic level infor-
mation processing, as we call it. Thus, the effect of volume transmission not
only is naturally explained in the framework of the ACR based information
processing by the brain, but the existence of this effect confirms that at least
a part of the information processing by the brain is done by ACRs. Com-
plicated thoughts can be represented only by ACRs of different levels, or, in
other words, the human thinking corresponds to the information processing
by ACRs, but not to the basic level of the information processing (Ch. 4).

Conformably to the human thinking, the existence of different levels of
the information processing means the synergetic character of the thinking.
However, synergetic character of the thinking consists not only in this. It
consists also in the fact that on all biological levels from molecules DNA and
RNA up to the macroscopic level of the brain the information is processed
by the same mechanism, ACRs, which is repeated when we transit from
one level to another. Thus, a set of biological levels of organization exists
from molecular microscopic level up to the macroscopic one, and on each
biological level a set of information processing levels exists. The genetic
information contained in DNA molecules may be transferred to the cellular
level and may affect neurons and inter-neuron connections. If be found that
these two effects really exist (i. e., these two "may” must be removed),
the genetic information contained in DNA molecule and written such as
it was described above, influences the CRs structure on the level of neu-
rons and inter-neuron connections. Therefore, it influences the information
processing by the brain (thinking), at least, its first level. It was clarified
that changes of a lower level of the thinking influence all its higher levels.
This means, properties ”written” in terms of information on DNA molecule
may be transferred to the human thinking up to its highest level. This is
a (the?) possible microscopic mechanism of the hereditary transfer of the
intellectual peculiarities, talents as well as mental diseases. As it is known,
the learning affects inter-neuron connections. In view of the written above,
the learning performed on the high level of thinking influences the thinking
on lower levels and vice versa. This means, principally, it is not impossible
that changes produced by the learning on a high level of the thinking will
reach the molecular (DNA and RNA) level, i. e., will change the heredity.
It can be expected that such a possibility will be rejected flatly by the big
majority of biologists, who will consider it as the return to the theory of
Lamarck. However, the science demands to check it by scientific methods
honestly and without prejudices.
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The content of Ch. 5 is connected profoundly with the one of Ch. 3.
In Ch. 3 was established that the information processing by ACRs can be
measured by use of the ACRs’ intersection. It was found that not in each
pair of such measurements they are compatible (which means that one of
them does not influence measuring results of the other one). The set of all
possible measurements can be divided into a number of subsets such that in
any pair of measurements belonging both to the same subset they would be
compatible, while those consisting of measurements belonging to different
subsets, would be incompatible. In the framework of the hypothesis that
our brain processes the information by ACRs this conclusion is valid for
the mind self-measuring. Concentrations of the thinking on different sub-
jects corresponds to the execution of different types of self-measurements.
On the psychological ("macroscopic level”) known that when a person is
concentrated on a certain subject of thinking, he obtains maximum of infor-
mation on this subject and minimum of information on other subjects. On
the level of the thinking mechanism it corresponds to the execution of the
certain type of mind self-measurements. Then other types of them, even if
they are also executed, provide a small amount of the information because
their results are essentially influenced (up to be destroyed) by measurements
corresponding to the actual concentration of the thinking . Notice that in
Ch. 4 is shown that the concentration of the thinking on a certain subject
is inevitable and dictated by the demand not to create too ”"dense gas” of
ACRs.

Thus, the existence of incompatible pairs of self-measurements of the
mind creates the situation like the one in the physics of the micro-world,
where, for example, the measurements of an electron co-ordinate and the
corresponding linear momentum projection are incompatible. An adequate
mathematical formalism describing the behavior of such a system is algebra
of non-commuting operators acting upon points of an abstract space repre-
senting states of the considered system. In Ch. 5 is argued that, unlike the
quantum mechanics of the micro-world, states of mind are represented by
points of a metric space, but not of a Hilbert space. In Ch. 5 was found that
the thinking is governed on the level of this metric space of states by means
of states’ probabilities defined there. If namely the logical thinking is consid-
ered, the logic is the quantum one, but different from the one corresponding
to the quantum mechanics of the micro-world. Thus, the quantum theory
of the mind determines that the logic of the human thinking is quantum by
nature. Moreover, as it is found in Ch. 5, it is not obligatory objective, but
depends on the individual. The quantum theory of the mind allowed us to
define personality as a set-theoretical concept that can be studied by rigor-
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ous mathematical methods. In particular, it would be interesting to study
symmetry properties of the personality which are very important because
they influence the thinking and its logic, as it is shown in Ch. 5. Possibility
of the existence connections between symmetry properties of the physicist
professional personality and those in physical theories of the micro-world is
considered in Ch. 5.

The same arguments that had led to the quantum theory of the mind,
allowed us to find a possible natural mechanism of ESP phenomena (Ch. 6).
As distinct from Ch. 5, where the thinking of one person was considered,
in Ch. 6 the thinking of two persons A and B is considered. In this case
not only a number of different realities of A, corresponding to different con-
centrations of his thinking , is considered, but also those of B including the
reality created by his measurements of different quantities characterizing the
A’s state. The person A may be in such a state that these realities (concern-
ing A’s state) are different, and measurements done by A himself and by B
would be incompatible. This means, consideration of Ch. 5 can be applied
to the system C = A + B, if C be considered as one quantum mind. In
Ch. 6 is shown that the quantum character of C mind may lead to ESP
phenomena. Why this "may”? Because this is a possible mechanism of ESP
phenomena, but there is not yet enough proof that it really works. Conse-
quences of this hypothesis are considered, in particular, with the purpose to
find out how it can be corroborated or disproved experimentally. Notice that
in the framework of the proposed theory ESP is an aspect of psychology, but
not something esoteric. The author considers it as an important success of
this theory. In this connection it would be useful to remind that about two
hundreds of years ago magnetism was still considered as something esoteric.



Chapter 1

CHAINS OF RELATIONS
AND INFORMATION
PROCESSING

1.1 INTRODUCTION

The present chapter is dedicated to construction such combinations of ele-
ments of a given ordered set A which can be transformed into information
processors.

If each element of A is a set consisting of more than one element (in some
particular cases, e. g., neural network, it can be interpreted so that each el-
ement a € A have more than one possible states), chains of relations defined
on different subsets of A can be transformed into information processors by
their mapping to segments of the time axis or, in the general case when the
existence of time is not supposed, by their mapping to a well-ordered un-
bounded single-connected subset of a complete metric space. They process
the information not using a language, though, if necessary, a language can
be created by chains of relations at a certain stage of the information pro-
cessing and thereupon can be used in the following information processing.
The translation of information expressed in terms of chains of relations into
the language-using form is accompanied by an inevitable loss of a certain
part of the information.

In the present chapter we use the following logical notations: A - con-
junction (... and ...), V - disjunction (... or ..., but not both), V - uni-
versal quantor (for all (...) ), 3 - exists (...), A - does not exists (...), =
- implication, < - equivalence, necessary and sufficient condition, i. e.,
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(o) =(p=>9)A Y =09).

1.2 CHAINS OF RELATIONS

Let A = {a} be a non-empty finite or infinite (countable or continuum)
ordered set of elements a = {a,} , each of which is a set of elements ay,.
Let V = {v} be a non-empty set of elements v of arbitrary nature, such
that V(N A = 0. Then put a subset V, C V in correspondence to an element
a € A and call V, PROPERTIES OF ELEMENT a. In special cases V, may be
also the properties of elements a,, € a, which means that V,, = V,, but in
the general case V,, # V,. If a V}, C V exists that is put in correspondence
to a subset b C A, this means that the subset b possesses properties. For our
general consideration only the existence of V, is necessary, but not how it can
be determined. In some particular cases Vy may be function of YV, C V.
Using properties of corresponding not empty subsets of the set A, define
relations p% of different types « that are denoted also c?plc®, or (c?,c®) C
ph, or (c® | pb | ¢®) on subset b C A, and, by analogy, relations pg, of

different types o that are denoted also c”’p’;:, A or (&, ) C pz:,, or
(| pg, | %) on subset ¥ C A (Cech 1966, Gries & Schneider 1993) be-

tween different non-empty non-intersected subsets ¢® C b and between
different non-empty non-intersected subsets & c . Here and below
(up to the end of this paper) b and b' are chosen so that (V(b C AAb C
ANM[(m(A) < Ro)bNY' = 0] V (m(A) = R)[u(bNb) = 0]] Ab < b'],where
m(A) = Card(A) is the power of the set A, and by m(A) < Ry we denote
the power of finite set. We shall use notation of the type (||) for relations
because it is more comfortable in the present text than notations of the three
other types written above. Notice that in the present chapter only binary
relations are used (Cech 1966). All subsets of a set, e. g., of the set A, used
in the present chapter are single-connected, i. e., such that the following
condition is satisfied: (V((a € b C A)A(a' € b C A) A (a < d')A(a* €
AN)a® ¢ b = ((A)a)a < a* < d].

Tt is evident that (V(6# C A))[(® | p% | ") = ®4(V 44,V 4 )], where

C C
®,, is the function determining the subset pg# of the set of all possible tuples
at different V 4 and V 4.
DEFINITION: Two single-connected subsets b C A and b' C A are
called neighbor subsets iff b|J V' is a single-connected subset of A.
DEFINITION: Two relations (¢’ | p% | ¢®) < (" | pg, | %' are called
neighbor relations iff ¢® and ¢ are the neighbor subsets of A.
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DEFINITION: Two re]ations (P ] p8 | ) < (" | pb | ") are called
neighbor relations iff ¢® and c”b are the neighbor subsets of A.

At each o the pair (b, (c” | p5, | ¢®)) is a structure on the set b (Enderton
1977) that, in its turn, is a subset of the set .A. Thus, the proposed theory
can be expressed in terms of structures defined on different subsets b, ', b”
etc. of the set A. It must be equivalent to the theory represented here.

Let us order two relations (c® | p% | ¢°) and (¢"° | p% | " on the
same non-empty subset b C A as well as two relations (c® | p% | ¢®) and
(& | ol | b’) on two different subsets b C A and b’ C A correspondingly.
Both subsets b and o’ were introduced above.

DEFINE I) that (V((c® C b) A (¢ Cb) A (c" Cb) A (c””’ b )2[ ANt =
DALNE® = 0) AN = 0) AN =) A (P < ) A <
C"b) A (C"b =< C///b)] o
(b | p% | ) < (" | Py | ¢"")] and II) that (V(c"c))[[(m(A) <
No)lbNY = ] v (m(4) = R)u(Y) = 0}, < & [(" | o5, | ) <
(& | ol | 7).

DEFINITION: The ordered sum (Kolmogorov & Fomin 1968, Abian
1965)

n
(1) () () @ | @
Jn(plo |+ i&) U b 17 (1-1)

is the n-th - order CR at n > 2, iff the following conditions are satisfied: 1)

(VI <i<n1<j<n,j#i,j#+D)[0Y cA)AbD £0) A 0D D)

A(m(A) < Ro)[bD 60D = 0] v (m(A) = ®)[u(6D (60D =on,
b1 < p®)]

2) (V(l <i< n_l))[(b*(z’,i—i—l) C A)/\(b*(i,i—i—l) ﬂb(z’) — @) /\(b*(i,z'-H) nb(z’—i—l) —
B) A (B < @D < pEFDY A (m(A) < Ro)] = B =] v (V1 < i <
n — 1))[(b*(i,i+1) C A) A brliitl) nb(z) — (b) /\(b*(i,i-l-l) ﬂb(z—}-l) — @) A b <
bt < pEHD) A (m(A) = V)] = (V(1 <4 < n—1))[p@®04)) = 0], or
instead 2), the condition 2a) (V(2 < i < n))[(c®"™" | pgé((i:l)) 7YY and

(cb(i) | o2, b(l) )| e (0 ) are neighbor relations|, and 3) (at n > 2)

n .
ORI
P [ Ao 1€7)) >0 (1-2)
i=1

The condition 2) means that there is no non-empty (when m(.A) < 8y) or
having non-zero measure (when m(A) = X) subset of A between two subsets
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¢® and ¢ such that ¢® N ¢ = 0. The condition 2a) is more restrictive than
2), and, if 2a) is used instead 2), three conditions 1), 2a), 3) together form
the sufficient, but not the necessary condition that J,, is the n-th-order CR.

Notice that in this general consideration only the existence of the prob-
ability (1-2) is demanded while its concrete definition can be different. The
application of the proposed theory to a concrete case is legal only after this
probability is defined and the inequality (1-2) is proved. For example, the
probability (1-2) in the case of finite or countable set A can be defined
as the number of configurations of elements a € A forming the considered
CR, divided to the number of all possible configurations of elements of the
set A. Of course, this expression is not negative.The generalization of this
definition to the case of continuum set A is evident.

As it is seen from Eqn.(1-1), a n-th-order CR is defined on the set
Uiz (6 @ bi).

Let us consider the set M of all possible CRs that can be constructed
of subsets of the given set A and thereupon ordered using properties of
CRs. Let a set A’ exists such that a.) m(A") = m(M), b.) A/ NA =10,
and ¢.) A/ M = (. Let us establish an isomorphism between the set M
and a subset A, C A’ such that m(A),) = m(M). A, in its turn, can
be used to construct CRs of its subsets exactly by the same way as CRs
can be constructed of subsets of the set .A. CRs can be also constructed
using mixtures of subsets of A and subsets of A’,;: one CR could be built
of relations defined on subsets of A as well as those defined on subsets of
.A'M. The next step consists in the definition of 1-st expansion of the set

Aas AV % AUA. Then CRs will be built of subsets of the same
set A, and, therefore, among them can be subsets b() containing (in the
same subset) elements of the set A as well as of the set .A'M. As the next
step, let us replace elements of the subset A’,, C A’ in the obtained CRs
by their originals of the set M, which themselves are CRs. Then we shall
obtain constructions generalizing those (of n > 2 tuples) considered by Cech
(1966), p. 24: ((A, B),(C,D));
(X,(Y,Z)); ((X,Y),Z) etc. (in his notations), where A, B, C, D, X, Y, Z
can be subsets or, in particular, elements of a set. The same procedure of
the expansion can be applied to the set A®). Then the second expansion
A® of the set A will be obtained etc..

DEFINITION: THE ORDERED SUBSET As el (A\ (AN A’M)) C
A IS CALLED THE SOURCE SET.

If N subsequent expansions are possible, in the definition of the source set
one must replace .A,M by U%ZIAS\?K), where K = 1,2... N is the number
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of expansion, M) = M and A&IA)(I) = A'M.

In the case considered above the set A itself is the source set and, there-
fore, .Aﬂ.A’M = (). Indeed, the set M was obtained starting from the set
A, while the set A was considered as given. However, it must be taken

into account that A may be defined so that it will denote, for example, the

A= A0 def Ags U A\, while Ag will be given. In an abstract mathemati-
cal theory the nature of elements a € A is not defined concretely, they can

be of arbitrary nature, and because of it one can postulate that Ag def A.
However, in certain particular cases, elements of the source set can be iden-
tified, for example, as neurons of the brain or units of an artificial neural
network (where a,, are states of neuron a) or to be abstract mathematical
objects created by the computer program, which means that an isomorphism
is established between the set of these objects, e. g., neurons in the brain
or units of an artificial neural network, and an abstract set Ag. Then the
choice of the source set is not arbitrary, but is determined by the nature and
structure of the studied system.

1.3 INFORMATION PROCESSING BY THE CR
ACTIVATION

Let # = {h} (HN.A = 0) be a well ordered unbounded single-connected
subset of a complete metric space (Kolmogorov & Fomin 1968, Bachman
& Narici 1966), where the distance r(h,h’) between two points h and h’
is defined. Denote ’Hgf ) homomorphism keeping the order of a certain well
ordered single-connected set ), e. g., Y C A, to a certain well ordered
single-connected subset H¥) C #, where k is a natural number. Then 1.
(V(k > 1,k > 1)[H®) < HE>E) HE) \HE#R) = §] = (V(k > 1,k >
1))[7{5?3, < HEP HE N HEF) = ] and 2. (BHED))HED < HO] =
(AHS)

[’Hgf R, "Hg,l)] This means, the set of considered maps is well ordered as
a consequence that the set H is well ordered. It, evidently, remains valid
also when maps of different ), e. g¢., YO Y@ . to these subsets of the
set H are considered. Thus, H can be used as the generalization of time,
if ”Hgf_l), ch), ”Hgfﬂ) (for all values of k) be neighbor subsets. In some
particular cases time can be chosen as H, in other cases H can be used in
systems where time does not exist, as well as in systems where a number
> 1 of different kinds of the time exist, e. g., biological systems where the
physical time exists as well as some different types of biological time.
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The physical time ¢ has only one direction (the excellent discussion of
the time direction problem is contained in the book of Ilya Prigogine (1996)
and we refer the reader to this book). It seems reasonable that other types
of time, e. g., different biological times , are also single-directional. The nec-
essary and sufficient condition that (generalized) time is single-directional,
can be written as follows: (V(Y),Y@)[y1H < y@ yHONy? = ¢ <
VHyw gy ) Hyw yye = Hyo UHye, Hyo NHye = 0,Hyw <
Hy]. The first equality in the right hand side allows one to connect this
condition with the laws of nature, for example, physical laws. Thus, the
Bohr time-energy uncertainty principle (see, for example, Landau & Lifshiz
1977) states that this equality would not be implemented, if two events y
and Y@ (in our notations) are separated by the time interval shorter than
the time uncertainty. It would be very interesting to check whether this
condition is implemented, for example, for all types of biological time.

If in a system a number > 1 of different types of time exists, e. g., in
a biological system, different processes in such a system may occur accord-
ing different types of time. For example, in kinetic equations the physical
time will be replaced by a biological time relevant to the considered type
of processes. In an organism different processes may influence each other,
and because of this time relevant to one type of such processes could appear
in equations of processes occurring according another type of time. Such
an ”entanglement of times of different types” suggests the idea that in the
general case a set of relevant types of time should replace the ”or-
dinary” physical time. Whether such a set forms a matrix, maybe even
tensor, it should be checked in each concrete case.

If the ordering of Y and the one of a certain H do not permit the above-
mentioned homomorphism keeping the order, this H cannot be used as a
type of time. It refers, in particular, to the physical time ¢: in this case
the physical time ¢ cannot be introduced and it is to search for other than ¢
set H that can replace it. This means, a criterion of the existence of a
certain type of time, e. g., ”ordinary” physical time ¢, is the possibility to
establish homomorphism keeping the order between the considered subsets
YO, y@ Yk and the corresponding set H, e. g., physical time ¢.

Denote P4((Y(a € A))[ay € {ay} = a]) the probability of different a,,
in set {a,} at each a for all @ (but not the probability of different a or their
sets!), assuming that only such sets A are considered where this probability
exists. In the case when 1) such probability exists for each a = {a,}, 2)
these probabilities for different o are statistically independent, and 3) A is a
countable set A = {a()}, al) = {a&j)} ({7} is a finite or infinite subset of the
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set of natural numbers), we have P4((V(a € A))lay € {aw} = a]) = [y, pu ,

where p&) 1s the probability of element a(] ) defined on the set

{a } ) at a given value of j.
The probablhty P4 may be changed if an operator U4 operated upon
the set A, acting upon elements a, at each a as follows:

Ua((V(a € A))lay € {aw} = a]) = (¥(a € A)[aw € {aw} =a], (1-3)

which means that a,, is replaced by a,,.
Then

PaUA((V(a € A)ay € {ay} = a])) = P(V(a € Alay € {ay} = a])

(1-4)
[UA =1 A] = [P!y = P4], where I is the unit operator, but the statement
(U4 # 14] = [Py # Pa] is not correct as the general one. Define the

probability

Py(¥(a € Olaw € {aw} =a)) ¥ 3 Pa(v(a € Aay € {av} =]
Ya€e(A\p)

(1-5)
(if m(A) = N, the sum must be replaced by an integral), where p C A
denotes the set of elements a included into relation p. Notice that Eqn.
(1-5) defines such a probability not only for g, but for any subset of the set
A. Let (jg be the operator acting upon g (or upon any other subset of A)
as follows:

~

Uo((V(a € 0))[aw € {aw} = a]) = (V(a € 0))[aw € {aw} =0a]  (1-6)
Then

Po(U,((V(a € 0))[au € {aur} = a])) = Py((V(a € 0))law € {aur} = a(]) )
1-

U, =1, = [P, = P,], where I, is the unit operator, but the statement

U, #1

# Q] = [P # PQ] is not correct as the general one.

Let us establish the homomorphism HE, )

bounded subset H®) C . The pair t) % (U,p, H*)) we shall call the
actlvatlon of the relation p. In the following text we shall write for short
pi = for relations belonging to a CR.

of ng to a single-connected
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DEFINITION: The ordered sum

def n _ n ~ .

Tn = 1t:gzl) - Uzzl(UszZ’Hg))a (1-8)

is called activation of the chain of relations (ACR) of n-th order, iff
a)tgzi) (1=1,2,...,n) keeps the order of p; in J,,, b) ordered sum H(J}) = def

1?-{,(,2) isa single connected subset of H, ¢) (V(p; C Jn))(EI/Hpi)[(UQipZ, Hy,) #
(Iglp,,H )], where J¥ means J,, in which (V(p))[p is replaced by U,p].

If (Elh1 e H)[HI ;;) < hi], ie, (V(h € H(I})))[h < hi], then T, is
called a complete ACR.. A complete ACR can be stored in a memory and
thereupon recalled from the memory so that all 7-[,(,? in Eqn.(1-8) will be
replaced by H;o(:) such that (V(1 <7< n))[’}-[;,(f) = hi].

The information corresponding to the transition p to U,pis T = K In(P,/P,)
(Kullback 1958, Brillouin 1956), where K = const.

We shall call a pair V; ;11 = {Up,pi, Up,, pit1} VERTEX
corresponding to two neigbor relations p; < p;+1. Let us consider the case
(we shall call it case A) when (V(p; C Jn) A (VHY., c 1) [(HY,, <
Hpis) N (il me,+1 = DA (Ugigspists Hpha) = Ugipign, M)A
(Ugipi’H 1) 7é ( szla ))] [( Qz+1pl+1’HPi+1) 7é (IQi+1pi+1’HQi+1)]'

Let be also (V (p] C Jn)/\( ( pz+1 H))) [Hl(olz)-{—l = HPi+1/\Hgi)+l N Hpi+1 =

0 A ( Ql+1p’t+1’HPH—1) (IQz+1pZ+1aH/(Uz)-i-1) (UQipi’HPi) 7"é (Igip’i7%Pi)] =
[(Pgisy ( gz+1pz+1) Hpir) 7# (Poiyr (Pig1), Ho,,1)] (notice that this is not the
general case).

This means, the change of the probability Py, (pi+1) to Py, ., (pit1) =
Po; +1(Ugi +1Pi+1) occurs under the condition that a change occured in the
pair (U, pi, Hp;)- .

Introduce the conditional probability P’y, | (Hit1; Uy;; Hi) of the change
in the pair ([A]gi +1Pi+1, Hp;,,) under the condition that the change occurred
in the pair (U, pi, "p;)- Then the information corresponding to the vertex
Viir1 will be Z; ;41 =
Kin[P,,, (H Z+1;Ugipi;Hi)/Png(Hi)]. This means, the amount of the in-
formation emerged at the transition p; to 0&. p; is Z, but, in addition, this
transition provokes the emergence of the information Z; ; 1, which increases
the value (Eigen 1971, Volkenstein 1977, Packel et al. 1992) of the infor-
mation emerged at this transition. The information obtained as a result of
the n-th-order CR activation under the condition that the transition p; to

Uglpl has occgred will be as follows: Z; ;, = R
KIn[P}, (Hn; Ug p1;H1) /Py, (Hn1)], where P, (Hn; Uy, p1; H1) is determined
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as a result of the subsequent transitions at verices V1 2,V23,...V,_1,. Then
1,y is emerged as a result of this sequence of transitions and the correspond-
ing negentropy (Brillouin 1956) is the

whole entropy change at the CR activation. 7y, p;<, determines that part
of the value of the information (Eigen 1971, Volkenstein 1977, Packel et al.
1992) emerged at the p; activation, which corresponds to the n-th-order CR
activation. What provokes the p; activation, in other words, the initiation of
the CR activation, depends on concrete system processing the information.
In particular, it may be provoked by internal processes in the considered
system (that cannot be considered in the present chapter), by an external
source or may be included to the computing program.

The meaning of the written above (case A) becomes clear, if the time is
chosen as the set 7 and one considers the propagation of a pulse through a
CR constructed of units of a neural network. Then the consideration made
above means that the activation of a relation (belonging to a CR) induces
the activation (in a certain time) of its neighbor next one. The activation of
a CR is, in this example, a process because the concept of time is introduced.
In the case A this statement is correct also when the time does not exists,
and a set H is used to define the activation of CRs .

Two relations p; and p;+1 > p; themselves are different because a) the
subsets ¢ and ¢®" are different from those *"*" and ¢’ b(iH), and b) these
relations are built on the grounds of different properties of the considered
subsets: p; = @i(VCb(i),Vc,b(i)), while
pit1 = Pip1(V 4640,V 4640 ). In other words, p; and pi11 have different
set theoretical sense. Notice, it is principally important that Vcb(i) etc. are
determined by V,, of all a, = {ay} = a € cb(i), and, therefore, gener-
ally speaking, are changed when operator ﬁgi acts upon p;, which can be

described, for example, in terms of probabilities P, and 73;, defined above.

Another kind of sense (besides of the set theoretical one), e. g., a propo-
sition (Church 1956), can be assigned to a relation so that rules are defined
connecting the relation structure with the assigned proposition. Then each
vertex will correspond to a transition from one proposition to another, which
means that the proposition assigned to Ugi p; creates the new one assigned
to ﬁgi +1Pi+1, and therefore T, will correspond to a sequence of propositions,
where each proposition is created by the foregoing one. This means, at a
convenient choice of senses assigned to relations in conformity with their
structures, T, processes the information and can be called information
processor . Notice that unlike the set theoretical information (correspond-
ing to the set theoretical meaning of relations) the amount of this informa-
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tion cannot be found in the general case, but only for each concrete case
separately. At such calculations it must be taken into account that this in-
formation may have different VALUE (Eigen 1971, Volkenstein 1977, Packel
et al. 1992) in different cases that complicates calculations of its amount.

EXAMPLE. Let A = {a®), a(?, a® o™}, where alt) = {agl), agl)},
a® = {a?), agZ)}, a® = {a§3), ags)}, a® = {a§4), agl)}. Let be f =
f(a) the value of a bounded continuous function f (&) of the real variable
Eat &= a®, where i = 1, 2, 3, 4. Define two relations:

(@ | pr | a®) = n(f(aV) - f(a®))

and
(@® | p2 | a®) = n(f(@®) — f(a®)),

where p; < p2 in the considered CR, and 7(z) is Heavyside function: n(z) =
0 when z < 0, 1(z) = 1 when z > 0. The meaning of the relations p; and
po can be explained as follows: (a(l),a(®) € py, iff 1) to each set of numeric
values of agl), agl) , agZ), a§2) correspond values f(a(!)) and f(a®) of the func-
tion f(§), 2) the difference between these values of f is, the argument of
a bounded function (Heavyside function in the considered example). The
same is correct also for <a(1),a(2)) € p1. For example, a(¥) can be two-state
neurons of a neural network and f(a(")) values of the potential on the neuron
a¥) (Hopfield 1982).

Define now that (Va)[(ag) | pa | ag,)) = 1] = (3z)[zy > 0] and
(Va)[(agz) | Pa | agl)) = 0] = (Vz)[zy < 0], where a = 1, 2, while z and y
are real numbers and i,4' = 1, 2, 3, 4. Then, if at the subsequent realization
of p1 and po is obtained [(ag) | p1 | aéZ)) = 1LH(p1)] = [(ag)’) | p2 | agl)) =
0; H(p2)], this means that (3z)[zy > 0| H(p1)] = (Vz)[zy < 0| H(p2)], i-e.,
the first proposition creates the second one at the next subset of H (e.g.,
the next time interval, if the time is chosen as the set ). This result can
be easily generalized to the case when any meaning is assigned to relations,
but not specially propositions. Indeed, if two considered propositions are
replaced by two subsets Z,, C Z = {2z} (i = 1,2) assigned according the
established rules to the same relations p; and ps, then instead the last state-
ment one will obtain [Z,,;H(p1)] = [Z,,; H(p2)]. The generalization to the
case of more than two subsequent relations and more than two elements of
each set {a,} is evident.

Notice that the last result obtained without use of any language indicates
that ACRs process the information without the language use. A language,
e.g., a formal one (Salomaa 1973), can be constructed from CRs and used in
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the information processing. With this purpose the alphabet should be con-
structed from relations so that each letter (or hieroglyph) is to be assigned
to a relation, thereupon the grammar should be formulated and so on. A
proposition expressed in a language is, of course, assigned not to a relation,
but to a CR (or its part). This means, a proposition assigned to a relation
must be now assign to a CR (or its part), if we transit to the language-used
representation of the information obtained by ACRs’ information processing.
The information will not be lost or distorted at this transition, iff an iso-
morphism exists between ACRs representing propositions in non-language
form and those in language form (i. e, by letters). If the number of all
possible ACRs be unlimited, this condition may be satisfied in some special
cases (even it is not evident and must be proved). But in real situations
when the number of all possible ACRs is limited because properties gener-
ating relations (see §1.2) could be exhausted, as well as because the effect
of ACRs’ intersections (that will be considered in our third article on this
subject), this condition, generally speaking, will not be satisfied. Thus, the
information obtained by the ACRs information processing may be lost in
part or/and distorted by the transition to language form of the information
representation. If such a transition occurs at the output writing in language
form and this output is input to continue the information processing, the
final output obtained by use of a number of such pairs ”"output - input” may
be erroneous.

The transition from Z, to Z,, considered above may be logical, but
may be not logical because processes in A occur according their own laws
that, in general, have nothing to do with CRs activation. Indeed, besides the
probabilities P,((Va € p)lay € {aw} = a]) and operators U,, probabilities
Psca((Va € B)lay, € {ay} = a]) can be obtained from P4 and operators
ﬁgc A acting upon B C A can be defined. Thus, really the "activation” of
different B C A occurs, and only in particular cases these subsets coincide
with a CR, but even in such ”successful” cases transitions at vertices are not
obligatory logical. It is seen from the case when operator U 4 is expressed in
terms of one-element operators and small two-element ones (perturbations).
Then the considered process may be stochastic and the probability of a CR
activation and the corresponding amount of information can be calculated
by the theory of stochastic processes. If one wants to make these transi-
tions logical, it must include (for example, to the software) corresponding
constraints, which is a simple method to govern the information processing.
This is a particular case of the general problem, how the information pro-
cessing by ACRs is governed in computing by computers or neural networks,
in human thinking etc..
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1.4 CASE: ¢, ARE QUANTUM STATES OF a

Let us consider here physical systems accepting time ¢ as the set H. Then
physical objects forming this system will be identified with elements a € A,
or, exactly, an isomorphism will be established between these physical and
mathematical objects. We shall limit ourselves with the case when the
positions of these physical objects, e. g., atoms, can be described in the
framework of the classical mechanics. In the following consideration we shall
mean that these physical objects are atoms with electronic spin 1/2 each.
Then a, will be the possible spin states (u = 1, 2) of such an atom a. Of
course, it is only an example of physical systems, for which our consideration
is valid.

If these electron spins do not interact with the system of atoms, they
are described by the wave function ¥ 4((V(a € A))[ay € {aw} = al;{7a}).
In more real case, when the interaction of electron spins with the system
of atoms (e. g¢., spin - orbit interaction ) cannot be neglected, the v -
function does not exists, and , instead of it, the density matrix (operator)
wa((V(a € A))[ay € {ay} = a];{7,}). This density matrix is the solution
of the equation

W =h"NwaH A — Hapba),

where H 4 is the Hamiltonian of the system A.

For a subsystem of A, e. g¢., o C A only density matrix description is
valid, in exception of the case when there is not an interaction between spins
of the considered subsystem and the rest of the whole system, and therefore,
the wave function description is valid.

In the considered case operators TjA and ﬁg are quantum mechanical
operator s acting upon spins. The activation of a relation p means the
excitation of spin states of a € p.

The theory developped in previous sections of this chapter, as well as in
Chs. 2 and 3, can be rewritten for the considered quantum case. However,
here we limit ourselves with this short indication how it can be done.

1.5 CONCLUSIONS

It was shown that an ordered set A = {a} can serve as a system process-
ing the information by information processors (ACR) obtained from certain
combinations (CR) of its elements a, if A possesses properties necessary to
construct relations between its different subsets. This processing of the in-
formation by this system does not demand the use of any language, however,
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a language can be constructed from CRs and used in the information pro-
cessing. The translation of the information expressed in terms of CRs into
the one expressed by a language is accompanied by an inevitable loss of the
information.

The considered method of the information processing by the system A
can be used for computations by computers as well as by neural networks.
In the last case the neural net (or each of its subregions separately) must be
ordered using its relevant properties, and then it (or each its subregion) can
be considered as the source set Ag. The level of the information processing
by ACRs is higher than the one by neurons themselves. Moreover, CRs
can be used to obtain the expanded set A(") that will play the role of the
set A in our consideration to create new CRs which, in their turn, can be
used to obtain the second expansion A®?) of the source set etc. The number
of such expansions of the source set is limited because the properties (see
§1.2 ) necessary to create relations could be exhausted at a certain step, as
well as because of the effect of ACRs’ intersection that will be considered
in our other paper. Thus, one will obtain different levels of the information
processing by the neural network. Perhaps to model successfully the human
brain by a neural network is impossible, if different levels of the information
processing by ACRs are not taken into account (Ch. 4).
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Chapter 2

ON THE MEMORY
CONSTRUCTION FOR
INFORMATION
PROCESSING BY CHAINS
OF RELATIONS

2.1 INTRODUCTION

In Ch. 1 was found that chains of relations (CRs) between different non-
empty non-intersected single-connected subsets of an non-empty ordered set
A = {a} of elements a = {a,} , each of which is a set of elements a,,
can be transformed into information processors that were called activated
chains of relations (ACRs). Properties of elements a as well as of a,, for
each a were introduced as subsets of a given set. Using these properties,
various relations (c,c®) C p? (Cech 1966, Gries & Schneider 1993), or, in
our notations, (c® | p% | ¢®) were defined between different ordered non-
empty single-connected (Ch. 1) non-intersected subsets ¢ C A and ¢ C A,
were b C A is a non-empty ordered single connected, and a denotes the
type of relation. Thereupon chains of relations J, on different neighbor (
Ch. 1) non-intersected subsets ) c A (t = 1,...,n, n is the order of
the chain equal to the number of relations forming it), were defined. The
probability P4(V(a € A)la, € {ay} = a]) was introduced that may be

~

changed if the operator U4 defined upon the set A affects elements a,, of
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sets a = {a,}. The operator Ug analogous to U4, but defined upon the
subset o C A denoting the set of all elements a € A included in the relation
p, was introduced, and the probability P,(V(a € 0)[a, € {ay} = a]) was
obtained from P4(V(a € A)[a, € {aw} = a]). A well ordered unbounded
single-connected subset H C R of a complete metric space R was introduced.
The activation of a CR consists of the subsequent applications of operators
[79 to corresponding relations forming this CR and mapping of the results to
subsets of the set  (Ch. 1). It was shown that the obtained ACR processes
the information (Ch. 1).

The aim of this chapter is to find set-theoretical constructions of mem-
ories for the storage of the information obtained at different stages of the

information processing by ACRs.

2.2 DEFINITION OF MEMORIES p.

In the present chapter the procedure similar to the CR activation (Ch. 1)
is used to construct memories of different types. Its main difference from
the CR activation procedure is that it must replace the well ordered un-
bounded single-connected subset H C R of a complete metric space R
(c¢f. Ch. 1, §3) by one of well ordered unbounded single-connected subsets
Hyp C Ry such that (¥(Hgp))m(Hgp) = m(H)], (V(Hep)HepNA = 0],
(VHgp)Hop NH = 0] and (V(Hgp, Hy p))[Hep N Hy przp = 0], where all
R4 are complete metric spaces. R, may be different for different ¢, but may
be identical for some or for all g, however, (V(R,))[RsNR = 0].

Using the homomorphisms ’H,(,?,q,p of Ugi pi to well ordered single-connected
bounded subsets of H,, instead the homomorphism to well ordered single-
connected subsets of 7, one obtains instead Eqn. (1-8) of ( Ch. 1) the
following formula:

def | |n i 1, 2 i
Tn,q,P = Uizlt/(JZi),q,p = Ui:l{U iPi,HEfi),q,p}, (2'1)

Here and in the following text we write for short p; = pg’(i) for relations

belonging to a CR.

T, qp is called n-th-order information processor stored in mem-
ory p, iff a)t/(g? (t = 1,2,...,n) keeps the order of p; in J,, b) ordered
sum Hqp(J7%) def ?:17-[2?,(1@ is a single-connected subset of #H,,, where J7,
means J,,, in which (Vp)[p is replaced by U,p.

The recall of an ACR from a memory p is performed by the isomorphic

mapping H,(J*) to a subset of # that follows maps of ACRs, which fore-run
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the recalled ACR in the current information processing.

The storage of an ACR in a memory p means its ”freezing”. Indeed, if
time is used as the set H, the considered n-th-order ACR is the correspond-
ing CR ”labeled” by a time-interval (exactly, by n subsequent time-intervals
(Ch. 1)), or, in general, by n subsequent subsets of the set . When these
time-intervals or subsets of H are replaced by n subsequent subsets of H, p,
the ACR stops to participate in the information processing because the cor-
responding CR became to be constantly ”labeled” by the same n subsets of
Hq,p, in other words, being ”frozen”.

2.3 DEFINITION OF MEMORIES (a, p).

One more type of memory can be defined, other than memories p. Let
ordered sets Aq = {a(®} (= 1,2,3,..., unag) exist such that each al® =

{a&a)}a (va)[AaﬂA = Qj]a (Va)[«‘laﬂ% = m]a (v(a;Qap))[Aaan,p = @],
(V(Aa))[m(Aa) = m(A)]. Let (V(Aa)[F(Pa, (V(al® € A)[as® € {aP} =
a'®]) > 0] and
Py (V(a(® € @) [a{® € {a$)} = al)) &
S Pa, (V@@ € Ap)lal® € {al} = @) (2-2)
a(®)€(Aa\®)

(if m(A(q)) = N, the sum must be replaced by an integral). As distinct from
the set A, the sets A, as well as their elements and subsets, do not possess
properties (Ch. 1) allowing to form relations.

Now establish an isomorphism between the sets J7 and subset A, (J}) C
A ® A, def A, and denote J;(a) the isomorphism of J¥ to A,(J}) C A,,
or, in other words, J*, in which (Y(a € J%))[a € A is replaced by a(® € Aq]
under the condition

(V(p C I[Py (V(a® € o) [al® € {a} = a(@])
Po(Up(V(a € p))ay € {aw} =a])]  (23)

Thereupon establish a homomorphism between A, (J7) and a Hg (I ;(a)) C

Hqp- The pair 3 and Hq,p(.];(a)) we shall call n-th-order information
processor stored in the memory (a,p):

T() = {T5 1, ,(I3E@)} (2-4)
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We shall call the memories p and (a,p) memories of the first and
second types correspondingly.

The recall of an ACR from a memory (a,p) is more complicated than
that from a memory p because in addition to the described (§2) procedure
of the mapping into a subset of H, it is to perform the isomorphic mapping
of the J Z(a) back to the set A. When both operations have been performed,
the recalled ACR can participate in current information processing.

2.4 DISCUSSIONS AND CONCLUSIONS

In the present work it was shown that two different types of the memory
can be defined when the information is processed by ACRs. The use of
these two types of the memory is different. Memories p are used for the
storage of completed ACRs (Ch. 1) that are set aside for the participation
in the following information processing. The sending of a complete ACR to
a memory and its recall for the use in the information processing, this is the
only way for its multiple use because, according the definition of completed
ACR (Ch. 1) (V(h € H))[(A(h)[h = h1) A (h € H(T}))]]. Memories of
both types can be used with this purpose. Memories p are preferable when
this completed ACR. should be recalled often because the procedure of the
recall from a memory p is simpler and shorter than that from a memory
Aq- It must be taken into account that the content of a memory of the first
type may be affected during its storage in the memory by changes of the
set A or its properties (Ch. 1, §2) because the ACRs stored in memories
p are built from relations between subsets of the set A on the grounds of
its properties, while those stored in memories (o, p) are built from elements
of the corresponding set A, and, naturally, do not depend on the structure
of the set A. Therefore, they are unaffected by A’s changes during their
storage in memories («,p).

An ACR recalled from a memory p must be identical to the one sent to
this memory, which limits the distance r, , & r(#(J%) € H, H(H4p(I3)) C
H) (s and 7 mean ”stored” and "recalled” correspondingly), if A is changed,
by the condition rg, < r., where r., is the characteristic distance in the
set H when A can be still considered unchanged. In the case when the
time serves as the set 7, this means that the information can be stored in
a memory p only during limited time. Probably memories p should be used
as short term memories, while the memories («,p) should be used as long
term memories.

As it was written above, the storage in a memory («,p) means also the
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substitution of elements a € A by elements a(® € A,, which permits to
keep the stored ACR unaffected by possible changes of the set A during
its storage. Nevertheless, despite this fact, A’s change may affect an ACR
stored in a memory («,p), but only at its recall. Indeed, the isomorphic

mapping of the J:L(a) back to the set A, which is already not the same as it

was at the ACR sending to the memory («, p), leads to a difference between
the recalled and original ACRs. For example, the learning (Hopfield 1982,
Steinbuch 1961, Grossberg 1968) changes interneuron connections in a neural
network, or, generally speaking, its properties. This means, a recalled ACR
would be built from the same elements a € A than the original one, but
because the change of A’s properties some of relations may be changed or
even destroyed. As a result, the recalled ACR will differ from the original
one, or even will not be an ACR. This phenomenon is not desirable at
calculations by use ACRs, it makes them less reliable and exact, but in the
artificial intelligence and brain modeling by neural networks it can be used
as an important part of the learning that by this way influences not only
the current information processing, but also ACRs recalled from long term
memories. In the case of the brain modeling by neural networks this means
that the recollection of the same event (or statement etc.) made by a child,
by the same person after the school and after the university studies may be
different.

The considered memories’ realization depends on concrete system where
the information processing by ACRs occurs. For example, in computing by
computers the source set Ag (Ch. 1), the sets H, H,, and A, can be built
from elements of computer’s hardware, however, Ag and #H can optionally
be created in the software. The second option is preferable when #H is an
infinite set.

Though the realization of these two types of the memory in neural net-
works, in the and other systems processing the information by ACRs may
be done by other ways than the described above for the computing by com-
puters, the common is the necessity to search for sets of elements or systems
(in neural network, in brain etc.) isomorphic to each of the abovementioned
sets defined here and in (Ch. 1) as the abstract mathematical ones. Notice
that in the case of human brain this problem is none other than the mind -
brain relationship problem (Ch. 4).
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Chapter 3

ON A POSSIBILITY OF
THE INFORMATION
PROCESSING
MEASURING, MORE ON
THE SOURCE SET
EXPANSION AND
DIFFERENT LEVELS OF
INFORMATION
PROCESSING

3.1 INTRODUCTION

In Ch. 1 the information processing by activated chains of (binary) relations
(Cech 1966, Gries & Schneider 1993) (ACRs) was considered. In the present
chapter the intersection of ACRs and its influence on the information pro-
cessing are considered. It is shown that this phenomenon can be used for
the information processing measuring, as well as for the information transfer
to ACRs (e. g., from the operator or an outside automatic system) with the
purpose to govern the information processing.
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We keep here notations of Ch. 1 and refer the reader to Ch.1 for expla-
nations. We also suppose in this chapter that case A (§1.3) is considered.

3.2 OPERATOR Upc4

As in (Ch. 1) we consider a finite or infinite (countable or continuum)
ordered set A = {a} of elements a = {a,}, each of which, in its turn, is a
set of elements a,. The probability P4((V(a € A))[ay € {aw} = a]) and
the operator UA over the set A acting upon elements a, at each a were
introduced in (Ch. 1, §3). In the present work we limit ourselves with the
case of linear operators only. The probability P4 may be changed as a result
of operator U 4 action upon elements a,. Let us consider now the operator
fch A over a subset B C A acting upon elements a,, of each a € B.

Let # = {h} (XN .A = 0) be a well ordered unbounded single-connected
subset of a complete metric space (Kolmogorov & Fomin 1968, Bachman
& Narici 1966), where the distance r(h,h’) between two points h and h’
is defined. Denote ’Hgf ) homomorphism of a certain well ordered single-
connected set YV, e. g., Y C A, to a certain well ordered single-connected
subset H*) C H, where k is a natural number. Let be B C A, C C A,
CNB=0,C < B. Let be (A(C C A)[(C <C < B)AHC) <H({C) <

Now one can write

PaUa((V(a € A))[au € {aw} =a])) =

PaUa((¥(a € (A\ B)lau € {au} =a]) +
Ua((V(a € B)lay € {aw} = a];Pp)), (3-1)
where P, = Pe(Ua((V(a € C C (A\ B)))[ay € {aw} = a]) and (..;P)
means that the result of the operator Uz action upon B depends on Pé.
The choice of the subset C depends on concrete system. Principally, in some
cases may C = A\ B, but, probably, C is a small part of the set A\ B for

the majority of practically interesting systems.
We have

Y. PalUal(V(a € A)ay € {aw} =a])) =
Yae(A\B)

Y. PaUal(V(a € (A\B)))lay € {ay} =d]) +
Vae(A\B)

Uft((V(a € B))[lav € {aw} = a];P,é]))) =
Ps(Us((Va € B))lau € {aw} = a];Pc]))) (3-2)
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Eqn. (3-2) defines operator Ug.

3.3 TWO ACTIVATED RELATIONS INTERSEC-
TION

Let us consider firstly two neighbor (Ch. 1) activated relations p; and
prr such that or Norr # 0 and H(Uy,p1) NH(Uy,,pr1) # 0, where o de-
notes the set of all elements ¢ € A forming a relation p. Denote

A A

o1 N or1] the original of the map H(U,,pr) N\ H(U,,,prr)- It is evident that
o1 or1

) d
lorNorr] € orNorr- Let us consider the case when Apy lef or\[erNorr] #

d
0 and Ap;r ef orr \ [erNorr] # 0, where A, = Aot UA_or, Ayor C

or, A_or C o1, A_or < [erNerr], Aror > [orN eorz], and the similar for-
mule for pr7. Let us consider subsets C,, C o7\ A4 o7 and C,,; C 0171\ A4 011
that play role of the subset C (introduced in §2) for o7 and p7;. Denote for
short C; def Cp, and Crr e Cor;-

Let us rewrite Eqn. (3-1) for p; as well as for p;; and thereupon to
sum up the probabilities with respect to (V(a € (o7 \ Atpr))) and (V(a €
(prr \ Atorr))) correspondingly. Then Eqn. (3-2) can be written for each
of relations pr and py; as follows:

Y. Po(Uy(V(a€ (or\ Avor))lau € {aw} =a]) +

Va€(er\A+er)
Uy (Y(a € Aver)lay € {aw} = aliPe,)) =
Paye (V@ € Avor)lay € {aw} =a;Pe,) =
Paer(Un o, (V(a € Asor)lay € {aw} = a]); P,) (3-3)
and
> Port Usrr (V(a € (011 \ Asorr))[au € {aw} =4a]) +
Va€(orr\Atorr)

Upry (V(a € Arorn)[au € {aw} = al; Pg,,))
PAH,H(V(a € Ayorr)lay € {aw} = a);Pe,,) =
PA+QII(0A+QII (V(a € A-f—QH)[au € {GU’} = CL];'P(’;H)) (3'4)

The sums in Eqns. (3-3-3-4) can be rewritten as follows:

Z P@I(ﬁw (V(a € (or \ Ayor))ay € {ay} =a]) +
Va€(or\A+er)
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Uy (V(a € Asor)lay € {aw} = al; Pe,)) =

Y. PoUy(¥(a€ Agr))ay € {aw} =a]) +
VYa€EA_pr

0@1 (V(a € A-I—QI)[au € {au’} = a];PéI)) +
Y Po(Uy(Va€lor(er))lay € {aw} =a]) +

Va€ler () er1]
Uy, (V(a € Ayor)lay € {aw} = al; P,)) (3-5)
and
Z PQU (UQII (V(a € (QII \ A-i—QH))[au € {au:} = a]) +
Va€(orr\A+or1)

0@11(V(a € A-}-QU)[GU € {au’} = a’];"DICU)) =

Y. PouUp,(V(a € Aom))lau € {ay} =a]) +
Ya€EA_pry

Uy (V(a € Avorn)lay € {aw} = aiPe,,)) +

Z Porr (0211 (V(a € [QI n QH])[au € {aU’} = a]) +
Va€lor () or1]

Uory V(0 € A orn)law € {aw} = al;Plyy))  (36)

Really, in [o7 () 011] both operators 0@1 and U

orr
of a,, € {ay} = a with different u. Indeed, we have

P oV € lor N orlow € {aw} = i P, ;)
> Por U, (V(a € [or() or1)) [au € {aw} = al;Pe,)  x
Vae(er\[or [ er1])
S Pu Uy, (Ve loror)law € {aw} = i Pe,,) <
Va€(orr\ler [ err])
Plos (orr) (U 11(V(a € [er (N erm)[au € {aw} = a]; PeyrPeyy))  (3-7)

affect the probabilities

The Eqn. (3-7) is the definition of the operator U ;7 affecting a, € {ay} =
a € [or N eor1]- U; 17 is function of Ug, and 0@11'

The members with 3 y,cr,, o, 0 Eqns. (3-5) and (3-6) must be re-
placed by the expression (3-7) to take into account the effect of relations’
intersection , which, really, was not taken into account in Eqns. (3-5) and
(3-6). Then it will be seen that P .o depends not only on ’Péj, but also
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on P(’;I ,» while P'A+ or; depends not only on P’CI ,» but also on Péj. In other
words, the change of each Apr and A, pjr, produced by the intersection,
carriers an information on the activation of p;;r and pr correspondingly be-
fore the intersection.

If propositions are put in correspondence to the activated relations p;
and prr (Ch. 1), these propositions are destroyed by the relation intersection.
If these activated relations belong to two ACRs, and each of these ACRs
is carrying a progressed chain of propositions (Ch. 1), their continuations
after the considered intersected relations, in the general case, do not continue
these progressed chains of propositions, but begin to develop the new ones
starting from relations following p; and p;; correspondingly.

Let us consider now the case when || P[QIﬂQII] (V(a € [erNoeorr))|aw €
{aw} = a)) = Py, 0111 Uers (V(a € [or Neri))[au € {aw} =a))) <«
| Py arn(¥(a € lor NermDlau € {au} = al) =Py, o1y Ur (Vla € o1 Neral)

[ay € {aw} = a])) ||, and the operator U ;; can be written as follows:
Urir = Uy + AUr 11, where AUy g7 is a small perturbation, and it will

be ¢r d§f|| A+g§0) —Asor |/ A+g§0) |« 1, where A+g§0) is defined as
A o1, but in absence of the intersection. The norm is defined in confor-
mity with the type of space, to which the considered probabilities belong
as functions of a, for all elements a. As opposed to the first inequality,
we have qrr déf” A+gg(p —Ayorr || /| A+g§(}) |I> 1. In accordance with
the written abo e, the change of Aoy carriers an information on the first
activated relation and, therefore, on the proposition carried by this relation.
qrr is one of characteristics of this change. Thus, principally, it is possible
to measure activated relations with the purpose to obtain an information on
their activation and thereby on the information carried by them, e. g., on
propositions.

The change of A, pr by such a measuring can be done small in com-
parison with A+gg0), but never be equal to the zero, i. e., an uncontrolled
error of measurement is inevitable. Moreover, even if this error is small for
the considered relation, it is not obligatory small for the information carried
by this relation, e. g., a proposition, because the connection between the
relation structure and this information (Ch. 1), generally speaking, is not
obligatory a continuous function. For example, two relations possessing very
close structures may carry an information on two types of the symmetry.
In such a case a measuring may destroy completely the information carried
by relation g7, even if the change of this relation itself is small (see above).
Therefore, a measurement has meaning, iff a)the change of the measured re-
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lation structure is small, and b)the change of the information carried by the
measured relation is small. The meaning of ” small change of the informa-
tion” must be established in each concrete case because not only the amount
of the information (Kullback 1958) is considered, but also its content and
value (Eigen 1971, Volkenstein 1977, Packel et al. 1992).

The determination of the measured relation structure and the informa-
tion corresponding to this structure (Ch. 1), is a very difficult and very
complicated inverse problem. A realistic way to solve it could be as follows.
It must select such an activated relation that does not destroy the mea-
sured one and the carried information as well, and to find (analytically or
by computations) the dependence of the change of this selected measuring
relation (as a result of the intersection with the measured relation) on the
structure of the measured activated relation as well as on the content of the
carried information. Thereupon it is to make a measurement and to obtain
an information on the measured relation structure and carried information
using measurement results and the dependence obtained beforehand. Per-
haps, other methods exist to solve this inverse problem. For example, it
is worth checking about the application of the maximum entropy principle
that is successfully applied to the solution of many other inverse problems.

The demand that the measuring relation must not destroy the content
of the information carried by the measured one, has very important conse-
quences. Let us return to the example when the carried information is the
one about an object possessing a certain symmetry. Then different measur-
ing relations are necessary to obtain an information (carried by the measured
relation) in two cases corresponding to two different groups of symmetry . In
each of these cases the used measuring activated relation must not produce
such kind of changes (even small) of the measured activated relation struc-
ture, which corresponds to a transition from one symmetry group to another
in the carried information. Probably, in general, the information that prin-
cipally can be carried by an activated relation should be classified into a
number of different types. Measurements of a pair of such types of the car-
ried information may be made by one kind of measuring activated relations,
but may demand the use of two different types of them. In other words,
they may be compatible or incompatible. This means, measuring relations
must be classified into classes corresponding to the classes of information
chosen so that measurements of the information of two types belonging to
the same class would be compatible, while those of the ones belonging to
two different classes would be incompatible.
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3.4 TWO ACRs INTERSECTION

Two ACRS ARE CALLED INTERSECTED, IFF AT LEAST THEIR TWO RELA-
TIONS (ONE OF EACH ACR) ARE INTERSECTED. Notice that in this case Cr
and Cy; may include subsets of the corresponding foregoing relations, and the
intersection of two ACRs may consist of any number of relations. Despite of
these two distinctions from the case of two activated relations’ intersection,
the consideration of two ACRs intersection repeats the one made above. For
example, two conditions of ACRs To@ and TpD (consisted of n and m
activated relations, correspondingly) intersection can be written as follows:
(A) To D NTwm™) =R = Ryt # 0 and (B) H(Ur, R1) NH(Ur,, Ri1) # 0,
where R; C ToD and Ry; € T "D, If the source set Ag (Ch. 1) is a neu-
ral network and the time is chosen as #, the condition (B) means that ACRs
intersect only if pulses activating them, pass across their CRs intersection
simultaneously. As in the case of two intersected relations, the intersection
of two ACRs can be used for measuring ACRs with the purpose to obtain
an information on them and on the information carried by them.

The consideration of an isolated activated relation structure and car-
ried information measuring made by another relation (§3) can be applied to
ACRs. In particular, measuring ACRs must be classified into classes corre-
sponding to compatible measurements within each class, as in the case of the
measuring of activated relations. Measurements of a number of activated
relations belonging to an ACR, made by a number of measuring ACRs, pro-
vide an information on the development of the information processing by the
measured ACR. On the other hand, measuring ACRs can be intentionally
used to change this information processing development with the purpose to
govern it. In this case it is not demanded that an uncontrolled change of
measured ACR would be small: the aim is to stop the ACR development
at the intersection with a measuring ACR, and to let new ACR be created.
If the measuring ACR produces such a change of the measured ACR that
determines what will be the new ACR (after the intersection), the informa-
tion processing will be completely controlled (e. g., by an operator or an
automatic equipment). More realistic is when the type of the ACR created
after the intersection is chosen statistically from an ensemble of possible
types corresponding to the obtained intersection.

The amount and the complexity of the information processed by an ACR
depends on the number of activated relations forming this ACR, they in-
crease when this number increases. This number is not obligatory coincides
with the one of the corresponding CR. Indeed, if this ACR intersects with
other ACRs, it is turned to a number of new ACRs : from the beginning
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of its CR up to the first intersection , between each pair of neighbor inter-
sections, and from the last intersection up to the end of CR. The numbers
of activated relations forming these ACRs are evidently less than the one
of the CR. In consequence of the condition (B) an intersection of two CRs
may be an intersection of two corresponding ACRs at one activation of this
CRs, but may not be an intersection of them at another activation. This
means, if we need an output containing reach, complex and sophisticated
information, ACRs must contain as much as possible activated relations. At
a given source set Ag, i. e. for a given system processing the information by
ACRs, it can be achieved by a decrease of the information processing rate.
Then intervals between acts of each CR activation would be long enough to
reduce noticeably the number of ACRs’ intersections. If such a decrease of
the information processing rate is not desirable, it is to replace the system,
i. e. Ag, by another, such that on its bases much more relations could be
constructed so that the ratio of their intersections’ number and the total
number of relations would be reduced in comparison with the first system.
Probably, in the majority of cases it demands the increase of the number of
elements in Ag, if it is a finite set.

In (Ch. 1, §1.2) the possibility of the source set Ag expansion was
considered. It was indicated that the procedure of this expansion can be
repeated N times, in other words, IV steps of such an expansion can be
performed. It leads naturally to the definition of different levels of the
information processing: the information processing by ACRs built
from elements of a set A(K) is called (K + 1)-th level information
processing. Of course, the mixing of different levels of the information
processing is possible when CR. corresponding to an ACR is built of relations
containing elements of sets AK) with different values of K. In the case when
the source set Ag is a neural network, the information processing by its
hardware itself, without use of ACRs, we shall call basic level information
processing.

There are three factors limiting the possible number of such steps of the

source set expansion:

a) It is evident that possible number K is limited by the value N(! def

KT(,%()M because the set of properties (Ch. 1) necessary for the construction
of relations may be exhausted at a certain value K = N()_ and, therefore,
the next step (K > N()) will be impossible.

b) The second cause of K limitation is that the set of properties neces-
sary for ordering set A) may be exhausted at a certain step K = N3,
Notice that the ordering of sets AK) = {a(¥)} can be done as follows:
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1) (V(@) € (AR \ AKD)), Y@K € AKD))al) » alKD); 2)
(V((IE, Tuen™)) € (AT \ AK=D)))(TE - 3,00 V)5 3) Two CRs of the
same order belonging to the same set A®) \A(K —1) must be ordered on the
grounds of properties of the set A\ AK=1: 4) The order in the set Ag
is kept.

¢) The possible number of these steps is limited also by the third value
K = NG because the existence of the effect of ACR’s intersections. Indeed,
each step of Ag expansion leads to an increase of the number of CR’s inter-
sections (relatively to the total number of relations) and to a corresponding
decrease of possible length of ACRs. The possible length of ACRs at the
given length of CRs depends on the rate of the information processing so
that it increases when this rate decreases.

Therefore, N3 depends on the information processing rate. In partic-
ular, if one wants to use high level information processing, it is to decrease
its rate. If the human brain processes the information by ACRs (this is a
hypothesis needed to be checked), it can be expected that the highest level
intellectual activity occurs slowly than the lower level one.

Thus, taking into account these three possible causes of limitations of
K, one obtains that it must be K < min(N(D N NG)) “l N.

Define the topology ¥x on each set A). Then (.A(K),ﬂK) will be a
topological space.

3.5 CONCLUSIONS

In Ch. 1 the method of the information processing by activated chains of
binary relations (ACRs) was proposed. In the present paper the intersection
of activated relations as well as ACRs is studied with the purpose to clarify
its role in the information processing. The conclusions can be formulated
briefly as follows:

I. The intersection of ACRs can provide an information on one of these
ACRs. It opens a way to obtain information on the information processing
by use of relevant types of ACRs generated by a special system.

IT. The intersection of ACRs allows one to govern the information pro-
cessing leaning upon the fact that an intersection can stop the information
processing by the corresponding ACR and a new ACR begins new informa-
tion processing after the intersection.

ITI. The intersection of ACRs can be used for the transfer of the infor-
mation carrying by ACRs to corresponding sets H,;, and A, to store these
ACRs to memories, as well as for their recall from memories, e. i., for the
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realization of corresponding mappings (Ch. 2).

IV. Intersections limit length of ACRs and thereby the complexity and
level of the information processed by it. This limitation can be weakened
by a certain reduction of the information processing rate, so high rate of
the information processing is not always desirable. In particular, because of
this phenomenon it is necessary to reduce (in the given system) the rate of
the information processing to obtain in output information of high level and
of high complexity. high rate of the information processing is not always
desirable.

32



3.6 REFERENCES TO CHAPTER 3.

Bachman, George & Narici, Lawrence: 1966, FUNCTIONAL ANAL-
YSIS. Academic Press, New York & London.

Cech, Edward: 1966, Topological Spaces. Interscience Publishers, A
Division of John Willey & Sons, London-New York-Sydney.

Eigen, Manfred: 1971, Selforganization of Matter and the Evolution
of Biological Macromolecules. Naturwiss. 58, 465-523.

Gries, David & Schneider, Fred B.: 1993, A Logical Approach to Dis-
crete Math. Springer-Verlag, New York, Inc.

Kullback, Salomon: 1958, INFORMATION THEORY AND STATIS-
TICS. New York-John Wiley & Sons, Inc., London-Chapman & Hall,
Limited.

Packel, Edward W., Traub J. F., Wozniakowski, Henrik: 1992, Mea-
sures of Uncertainty and Information in Computation, Inf. Sci. 65,
253 - 273.

Volkenstein, M.V: 1977, The Amount and Value of Information in
Biology. Found. Phys. 7, 97-109.

33



34



Chapter 4

AN APPROACH TO THE
MIND AND
CONSCIOUSNESS STUDY

4.1 INTRODUCTION

In Chs. 1 - 3 the information processing by ACRs was considered and its
theory was developped as a pure mathematical one. If there is an object
consisting of physical, chemical, biological or other kinds of elements that
can be ordered on the grounds of natural properties of the system, they can
be identified with elements of the source set Ag. If the set of these elements
as well as its subsets possess properties necessary to create CRs (Ch. 1), and
physical, chemical, biological or other processes exist that are able to acti-
vate them, the considered object is able to process the information by ACRs
, and the proposed theory is valid in this case. It would be interesting to
check about whether the human brain, sets of stars in the Universe (the Uni-
verse itself, galaxies), inside of a star, crystals and polymer molecules, e. g.,
DNA and RNA, are such objects. In the present chapter it is assumed that
the human (maybe also animal’s) brain is such an object, which processes
the information by ACRs, and consequences of this hypothesis are studied.
The verification of the abovementioned hypothesis can be obtained by the
comparison of these and other its consequences with experimental results.
The information processing by the brain we identify with the thinking and
an ACR with a thought. Of course, this identification is not necessary for
the mathematical theory of the information processing by the brain devel-
opped here. In Ch. 3 the set A?Y) was defined as the maximum possible
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expansion of the set Ag. This set, as well as sets A', A2, ..., AN-1 isa
very important concept of the theory of the information processing by the
brain, i. e., of the thinking. We shall call AN) mind indicating by this
that for a given brain it is the set of all potentially possible thoughts. The
use of the word "mind” is not necessary for the developped mathematical
theory of the thinking and can be replaced by ”set AM)” in the following
text by somebody who prefers not to use the word "mind” as a term in a
mathematical theory. The problem of the mind - brain relationship never
was formulated clearly and definitely mainly because the uncertainty of the
concept of the mind. The identification of the mind with the set A(Y) allows
one to formulate this problem as follows:

DEFINE THE MIND-BRAIN RELATIONSHIP PROBLEM AS THE ONE CON-
SISTING OF THE ATTRIBUTION TO EACH ELEMENT OF SETS FIGURING IN
THE PROPOSED THEORY (CHS. 1 -3), A CERTAIN SUITABLE BIOLOGICAL
SYSTEM IN THE BRAIN (§4.4). In that way the mind, i. e., the set AN), is
connected with the real brain. The second aspect of the thinking, to what
this chapter is dedicated, is the consciousness. Try to define it in the most
general form.

We DEFINE CONSCIOUSNESS As THE AWARENESS OF A PER-
SON OF ITS OWN THINKING PROCESSES AND THE ABILITY TO GOVERN
THEM. It can be realized by the use of mind self-measurements (§4.2). In
Ch. 3 the mechanism of mind self-measuring is found and in §4.2 it is clari-
fied that it is used also to govern thinking . If neural network (NNW) be the
relevant model of the brain activity, this mechanism assumes clear biologi-
cal meaning, being identified with processes occurring with suitably defined
combinations of neurons.

84.5 - §4.8 are dedicated to applications of the proposed theory to NNWs.
Among the results obtained in these sections are the following: 1)the elu-
cidation of the synergetic character of human thinking that, in particular,
allows genetic information transfer up to the highest intellectual level of
thinking, 2)the comparison of the ”electronic brain” (obtained if one re-
places all information processors of the brain by electronic devices) with
the real human brain, which was found to have essential advances compa-
rable with the electronic one, 3)the revelation of limitations of the intensity
of thinking that lead to the necessity to concentrate thinking to a certain
subject, not to think on two or more subjects simultaneously.
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4.2 CONSCIOUSNESS AND SUBCONSCIOUS-
NESS

In §4.1 the definition of the general concept of the consciousness was formu-
lated. In this paragraph we shall consider how it is realized. Thoughts, i.
e., ACRs, appear and develop in the mind, i. e., in the set AN), by CRs
activation. There are also thoughts stored in memories of two types (Ch.
2). Those stored in memories p (§2.2) are in the mind because they are con-
structed from elements of the set A as CRs, while those stored in memories
(a,p) (§2.3) are outside the mind. Thoughts that are in the mind can be
measured by use of ACRs intersections (Ch. 3), while thoughts stored in
memories (a,p) should be recalled from memories (§2.3) to the mind to be
measured. To be aware of thinking processes means to obtain information
on them. It can be done by measuring ACRs (thoughts) in the mind by
use of the ACRs intersections (Ch. 3). As it was indicated in Ch. 3, the
transfer of the information to ACRs (thoughts) with the purpose to gov-
ern the thinking can be done also by use of ACRs intersections. Therefore,
the definitions of conscious and subconscious thinking can be formulated as
follows:

DEFINITION: CONSCIOUS THINKING IS SUCH THINKING WHICH
IS ACCOMPANIED BY MEASUREMENTS OF THOUGHTS ARISING
AND DEVELOPPING IN THE MIND AND BY THE TRANSFER TO
THOUGHTS INFORMATION GOVERNING THINKING.

DEFINITION: SUBCONSCIOUS THINKING IS SUCH THINKING
WHICH IS NOT ACCOMPANIED BY MEASUREMENTS OF THOUGHTS
ARISING IN THE MIND AND BY THE TRANSFER TO THOUGHTS
INFORMATION GOVERNING THINKING. Thus, conscious thinking on a
certain subject occurs when the mind is concentrated on this subject, which
means namely that it performs corresponding self-measurements, while sub-
conscious thinking occurs in the opposite case. However, results (final or
intermediate) of subconscious thinking may be detected when the mind
transits to the state corresponding to its concentration on this subject of
the thinking. Such a phenomenon is well known.

This definition of conscious thinking is very general and allows to be
filled with different content corresponding, for example, to different theories
of consciousness. Indeed, results of measurements of thoughts must be in-
terpreted by the mind to provide an information. This interpretation can
be performed, in particular, on the grounds of the information obtained in
previous experience and stored in the memory. Taylor (1996b) writes: ”The
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main thesis of the Relational Mind model is that The conscious content of a
mental experience is determined by the evocation and intermingling of suit-
able past memories evoked (sometimes unconsciously) by the input rise to
the experience”. The processes mentioned in this citation can be realized
by means of recall of corresponding thoughts from memories that initiates
new thinking processes as result of the interaction between all thoughts
(ACRs) existing in the mind, including those recalled from the memories.
The ”mental experience” is contained in memories, mainly those of the type
(a, p), therefore, by this way it will be involved to the thinking. Therefore,
measurings of ACRs participating in these thinking processes realize the
task formulated in the abovementioned citation and in our definition of the
conscious thinking.

Notice that the proposed theory naturally leads to the existence of dif-
ferent levels of consciousness (see §4.7).

If two subjects of thinking are considered, then two options exist: 1)
trial sets of thoughts about one of them do not collide with thoughts about
the second one or, if they collide, do not produce remarkable uncontrollable
changes in them, and, 2) do collide and do produce such changes. The first
option corresponds to two compatible subjects of the thinking, while the sec-
ond one corresponds to two incompatible subjects of the thinking. In the first
case the mind is able to obtain information on thinking about both subjects
and to govern them both, while in the second case it is possible with one
of the two subjects only and therefore the mind cannot think on them si-
multaneously, or, at least, the simultaneous CONSCIOUS thinking on them
is impossible. Therefore the subjects can be classified into groups, each
of which contains only compatible measurements. Naturally, some kinds
of uncertainty and complementarity (Bohr 1928, 1935, Lindenberg and Op-
penheim 1974) principles must exist between self-measurements of the mind,
made by trial sets of thoughts relevant to different incompatible subjects. In
other words, concentration of the mind on different incompatible subjects of
the thinking cannot be achieved. An adequate mathematical formalism for
the descriptions of such systems is based on an algebra of non-commuting
operators acting upon elements of an abstract metric space representing
states of the mind. The use of a metric space in the quantum theory of
the mind is dictated by the fact that there is no grounds to use a normal-
ized space that exists in quantum mechanics (Dirac 1958). This formalism
provides response to a very important question: how human thinking (in-
cluding operations with memories) is governed? This response is as follows:
the human thinking is governed not directly on the level of the topological
space (AM) 9x) (§3.3), i. e., on the level of mind, but indirectly on the
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level of the metric space of states of the mind by probabilities of its different
states (not thoughts or sets of thoughts!). It will be considered in detail in
Ch. 5.

4.3 ACRs AND LANGUAGES

The existence of a language is not assumed, but a language, for example,
a formal language can be constructed on the grounds of the definition of
the notion of ACR (§1.3). An ACR fit for language-using thinking must
itself be a letter or a combination of letters satisfying the language rules.
ACRs (thoughts) of other types must be neglected and all the information
contained in such ACRs will be lost in transition to the language-using think-
ing (§1.3). It was never proved that thinking is possible only on the grounds
of a language, moreover, it is very probable that our real thinking includes
thoughts that cannot be expressed by a language. The definition (1-8) of the
concept of ACR (thought) allows one to consider both the language-using
thinking as well as the one occurring without the use of a language. In fact,
we think mainly without use of a language and only at certain stages, espe-
cially at the last stage, we formulate our thoughts in a language neglecting
those (”obscure” thoughts, as we feel them) that cannot be expressed so.
The proposed theory covers the whole thinking process no matter whether
or not a language is used; it permits also to consider the transition from one
of these kinds of thinking to the other. Thus, the proposed theory is occu-
pied with more fundamental aspects of the human thinking than a language
and the thinking by its use. Probably a new-born baby thinks entirely with-
out use a language (he does not know any!) and during the early period of
his life not only studies the language itself, but also studies to translate his
thoughts into language. Perhaps speech development troubles of children as
well as adults are sometimes caused by difficulties of this translation, but
not by ones of the language study or by mental under- development. On
the other hand, our definition of thought allows the consideration of lan-
guages using hieroglyphs without representing each hieroglyph by letters: a
hieroglyph can be defined as a relation of a certain type while in this case
letters will not be defined, in general. Possibly such an approach will per-
mit to compare (in the framework of a mathematical theory) thinking using
a language based on an alphabet with the one using a language based on
hieroglyphs.
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4.4 ON THE MIND - BRAIN RELATIONSHIP
AND LIBET EFFECT

To connect the mind with the human brain or with any other system, means
to indicate what mathematical objects and operations introduced above
must be realized there as concrete physical, chemical, biological or other
objects and processes, and how it is done. This means, it must find 1) the
nature (physical, physiological etc.) of elements of the source set Ag because
all CRs can be constructed from them, 2) the nature of the set H necessary
to construct ACRs from their CRs, and 3) the nature of the sets H, and A,
necessary to the both types of the memory.

If somebody’s brain is empty of thoughts, even if all its biological struc-
tures remain unharmed, this person is dead because the brain cannot rule
such vital functions of the organism as breathing, heart beating etc. are,
and cannot process the information obtained from receptors (eyes, ears,
skin, nose etc.). Is it possible to create thoughts in such a brain and to start
thinking? Perhaps the effect of Libet (Libet at al.1979, Libet 1985) serves
as an indication that a way exists to create thoughts in a brain that before
it was empty of thoughts. The interpretation of Libet of his results can be
expressed in our terms as follows: pulses created in his experiments in the
nervous system may realize CRs (the physical time used at the generation
of electrical pulses forwarded to nerves serves as the set #), i.e. to create
thoughts (ACRs) . This means, the electrical pulses may start a thinking
process in the brain that provokes the reaction of the patient to them be-
fore the physical excitation of the nervous system reaches a certain point.
This thinking can be conscious or subconscious. If the results of the Libet
experiments are not the same for both cases, it suggests one more way of
the use this effect to study consciousness.

1)If the proposed interpretation of the Libet effect is correct, this effect
can be used to create thoughts in a brain empty of them, i.e. to reanimate
the brain. If the thinking processes created by electrical pulses are continued
after the pulses termination, the reanimation will be successful. Therefore,
attempts of the reanimation could/must be continued up the moment when
an irreversible destruction of vitally important biological structure of the
brain will occur.

2) If the proposed interpretation that the Libet effect is based on the
creation of thoughts in the brain by electrical pulses is correct, the time
delay measured by Libet and collab. apparently contains information on
high-level functions of the brain . It suggest the idea that this effect can
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be used to study and control (in particular, at neurosurgical operations) of
these functions of the brain.

4.5 ACRsIN NEURAL NETWORK (NNW): GEN-
ERAL APPROACH

Consider now a neural network consisting of units (neurons) connected by
synapses (see, for example,Amit 1989). Suppose that this net is divided into
some regions, and consider one of them. NOW DEFINE THAT THE SET
OF UNITS OF THIS REGION IS THE SOURCE SET, IF IT IS ORDERED
PHYSICALLY, but not only mathematically. It can be naturally done, if,
for example, some physical properties are asymmetric: for example, if the
probability of the excitation transmission from a neuron ¢ to its neighbor
1 + 1 through the synapse depends on the direction, i.e. the probability of
1 = 1+ 1 is not equal to the probability of ¢ + 1 — 4. Then from units
of the considered region it is possible to construct a set of CRs existing, of
course, only virtually, at least in the considered model. If the units are not
(or cannot be) ordered throughout the whole net, CRs can be constructed
only inside each ordered region (if such regions exist!) separately, no CR
can contain units of different regions.

This consideration remains valid also when Ag is not a NNW
and is not able to process the information, but CRs can be con-
structed and can be realized into ACRs. In this case only ACRs can
process the information.

Choose the time ¢ as the set { . Suppose that at a time moment ¢ a
subset of neurons ( in the considered region) were fired (Hopfield 1982), no
matter what was the cause of it (pulses from an outside source, spontaneous
internal processes etc.). If these fired units form a relation, it may be the
start of an ACR creation. The other possibility is that the set of fired units
at a time moment #' > ¢ obtained as a result of excitation propagation, will
make up a relation which may start the creation of a ACR. Thereupon the
natural propagation of the state of fired neurons throughout this region of
the network may create a new relation. If the conditions contained in the
CR and ACR definitions are satisfied for the first and second relations, then
the first order ACR will be created. The creation of the first and second
relations can be also done artificially by pulses from an outside source. The
last option could be used for neural computing and also for reanimation
when the brain is already empty of thoughts.

Our consideration can be continued and the creation of higher orders
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ACRs can be considered analogously. As it is seen from the description of the
ACR creation process, IN THE CONSIDERED MODEL THE MAPPING
OF A CR TO A SUBSET OF THE SETH MEANS THE REALIZATION
OF THE SUBSET OF NNW UNITS FORMING THIS CR. The mapping
is a physical process of firing of units at different time moments, and not
only an abstract mathematical operation.

An important subject of future research should be the study of the in-
formation content and amount carried by ACRs.

Let us discuss this problem in general outline. First of all it is possi-
ble to define the notion of the preinformation contained in a CR. As is
indicated in APPENDIX 1, the probability (1-4) can be defined from pure
set-theoretical combinatorial reasons (proper probability). This probabil-
ity can be used to define the information as it is usually done. The result will
be called proper preinformation (i.e. obtained from proper probability).
Why this "pre”? It indicates the fact that this information is not displayed
itself, but only at the transformation of a CR into the corresponding ACR.
Notice that the last statement remains valid for any way of defining the CR
probability. The same method can be applied to ACRs to define the PROPER
INFORMATION carried by ACR that is obtained from the proper probability
(Kullback 1958, Brillouin 1956) of each state of the considered ACR. This
proper probability is equal to the proper probability of the corresponding
CR (i.e., the probability to find this CR) multiplied to the probability of
a certain state of the obtained ACR (more detailed see in APPENDIX 1).
As it is seen from the consideration contained in APPENDIX 1, the proper
probability (and therefore, the proper information) of an ACR depends on
the probability of the excitation transfer from one unit of NNW to another.
This means, in the case of human thinking the neural activity is included to
the proposed theory already at the stage of the proper probability and infor-
mation calculation. However, it is not enough to calculate only the proper
information because this definition would say nothing on the meaning of
this information, i.e. what subject is the considered thought about: about a
certain human being, or about nuclear fission, or about a dog, or about the
Schrodinger equation, or it is the order to create a new thought and on its
meaning etc.. It could be expected that such information cannot be defined
in terms of abstract mathematical set theory only, but the definition must
include certain properties of the considered ”hardware”, i.e. of the brain,
or of an artificial neural network, or something else. Notice that important
information carried by an ACR may be the order to create a new ACR. In
this case it could be expected that under certain conditions the informa-
tion processing can be a self-sustained process. It would be interesting to
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check what biological and medical, e. g., psychiatric, consequences it may
lead to, especially when this process is ”explosive” (i.e. self-accelerating).
The information really carried by an ACR may not be the same for differ-
ent physical, biological or other information content. Indeed, the proper
information carried by an ACR is like the information carried by a text
when it is determined by the calculation of letters and their combinations
such as words, phrases etc.. From this point of view the prominent letter
of Albert Einstein to USA President Franklin D. Rooswelt, which started
work on the nuclear weapon, contains no more (proper) information than
any other letter of the same length and text structure. But, if to take into
account what was written in Einstein’s letter and to what consequences it
led, the information contained there will be much larger. By analogy, if, for
example, an ACR starts a chain of other ACRs that represents the proof
of an important mathematical theorem, the amount of information carried
by this ACR would be much larger than the amount of its proper informa-
tion. These examples reveal the existence of a very important characteristic
of information called the value of information (Eigen 1971, Volkenstein
1977, Packel et al. 1992). The notion of the value of information can be
illustrated by the following non-biological example. The neutron flux from
a source penetrated into the rock at neutron well-logging (a method of bore
hole examination) carries information about the rock structure which is
more rich qualitatively and larger quantitatively (= has larger value) than
the information carried by the free neutron flux. Neutron flux penetrated
into the supercritical mass of U-235 initiates the chain reaction of fission
and explosion with well known consequences. In this case the same neutron
flux has the value information much bigger than in the case of neutron well
- logging. An interesting question (for future research) arises: whether the
amount of information carried by an ACR can be obtained from the prob-
ability that is the product of its proper probability and the probability of
a certain effect produced by this ACR? For the consideration of this prob-
lem it should be taken into account that an ACR may produce more than
one effect and this makes the problem complicated. The consideration of
this problem is not a subject of the present work. If each of the considered
regions of the network is ordered separately from the other ones, different
regions can play different roles and accomplish different tasks. Perhaps this
is a reasonable explanation of the origin of different regions of the (human)
brain responsible for different functions. An influence of thinking processes
occurring in one region of the neural network, e.g., of the brain, on those
occurring in other regions may be a result of the neural excitation trans-
fer throughout the net. Its different regions are only ordered differently, but
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they are not isolated. The ”borders” between them do not exist for neuronal
excitation propagation, therefore, a set of such excitations can enter into a
certain region from another one and may realize there a prethought, as was
described above, i.e. create a thought. If this model can be applied to the
human brain, it could explain why, for example, the nervousness influences
the heart beating, blood pressure, ability to be concentrated on a certain
work etc.. Contrary to an excitation propagation through a neural network,
which is localized at each moment of time, a thought (ACR) is evidently not
localized because its CR occupies a part of the considered region. Perhaps
this fact can explain volume transmission in the brain (Agnati et al. 1992
and references there). Consider it in more detail.

In the cited article the authors write: ”Just as electrons flow along wires
in a circuit, the neurons in the brain relay information along structured
pathways, passing messages across specific points of contact called synapses.
Information can no more leave the neuronal circuitry than a train can safely
leave its tracks. But there is increasing evidence that neurons can commu-
nicate without making an intimate contact. The relaying of messages across
synapses may be the fastest means of processing information, but it is quite
likely that information often leaves the track.” A CR. is not localized in a
certain point of the brain being a combination of many neurons filling up
a certain region. Therefore, the picture that the neurons in the brain relay
information along structured pathways, does not correspond to the infor-
mation processing by ACRs, but to the one without ACRs’ participation,
to the basic level information processing, as we call it. Thus, the effect of
volume transmission not only is naturally explained in the framework of
the ACR based information processing by the brain, but the existence of
this effect confirms that at least a part of the information processing by
the brain is done by ACRs. Complicated thoughts can be represented only
by ACRs of different levels, or, in other words, the human thinking corre-
sponds to the information processing by ACRs, but not to the basic level of
the information processing.

4.6 ACRsIN NNW: SOURCE SET EXPANSION
AND ORDERING

In §4.5 we have explained in general terms how the proposed theory can
be applied to NNWs. Now consider it in detail. The mathematical theory
developed above makes it clear that the considered in Chs. 1 and 3 an
expansion of the given set A, e. g., Ag, creates new possibilities to construct
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CRs and therefore ACRs, which means an increase of the NNW capacity
for information processing. Consider now an NNW consisting of a finite
number of interconnected units, e.g., neurons, T;; being the strength of the
connection between units 4 and j, and define the source set Ag as the set
of all units. In this case we shall call BASIC LEVEL INFORMATION
PROCESSING the one performed by the set of connected units of the
NNW, i.e. by the source set itself without ACRs participation (this means,
without mind participation), such that each unit forwards its output to other
ones inputting them.

The general set theoretical definitions of CRs and ACRs for a NNW
introduces new elements able to process the information, which are not
elements of the source set Ag ,e.g., units (neurons) of a NNW, but their
combinations. What is the second order (i.e. the simplest) CR? This is a
combination of NNW units having 4 states: the state when only the first
relation is excited, the state when only the second relation is excited, the
states when both relations are excited and when neither are excited. The
realization of such a CR by excitation propagation throughout the units
forming it (keeping the order!), i.e. its transformation into a ACR, means
the transition from the first state to the second one, as occurring by the firing
of a unit in the McCullough&Pitts (1943) and Hopfield (1982) model of the
NNW. In other words, such an ACR processes the information as a neuron
does in the considered model. By analogy, a CR of the order n represents
a system with 2n possible states participating in its realization, and its
realization means transitions between these states ordered from the first
relation to the n-th one. Therefore it is like a unit having 2n states. NNW
consisting of such units was considered by Nakamura et al. (1995). The first
step of the set Ag expansion (§1.2) is a) to construct from NNW units all
possible combinations satisfying the CR definition, b) to consider each CR as
an element of the set MY, and c) to add them to the set Ag. Then we shall

obtain the set «45\14)<1> D Ag. The second step is a) to construct all possible

CRs from elements of the set As\l/z(l), b) to consider each CR as an element of

the set M®, and ¢) to add them to the set -'45\1,2(1)- Then we shall obtain the
set A, This procedure can be continued. This description of the source
set expansion is rough, but allows one to understand better its meaning in
the case of a NNW. The strict mathematical procedure is described in §1.2.
If the source set (units of the NNW) is a finite one and the procedure of its

expansion (described above) principally can be continued infinitely, the set

AS\I;() k) at K — oo will be an infinite countable set in the case when this limit
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exists. However, in a really existing NNW, as well as in the general case (cf.
3.4), this process may be stopped at a finite value of K = N, in particular,
because all possible relations necessary to order the set and to construct CRs,
will be exhausted as a result that the corresponding properties of the NNW
will be exhausted. To understand this statement it is to be reminded that
in a real NNW all relations are based on physical, chemical and other laws
of the nature, but cannot be implemented arbitrarily as it can be done in
an abstract mathematical theory. For example, a 1-D NNW can be ordered
by defining that for all units unit (¢) < unit (i + 1), iff T; ;41 > Tjy14, the
unit with ¢ = 1 being at the left end of the NNW. Then it can serve as

the source set Ag. The ordering of sets Asa(1>"’45\2/2(2)’ . ,.As\lj(),{) ... can be
done as follows (see §3.4): 1) All elements of a set Ag\lj()K) \As\lj(}l_)l) follow

all elements of the set Aﬁ(}l_)l). 2)In the framework of the same set .A(K()K)

each CR of higher order follows all CRs of lower orders. 3) Two CRs of the
same order belonging to the same set .AE\I;()K) \ .AS\I;(}I,)I) can be ordered, for
example, as follows: that one of them follows the other one, which has the
larger sum of all its connections T; ; with the NN'W units (if a unit enters
[ > 1 times into the CR, the sum of its connections with other units of the
net is multiplied to [).

The ordering of the source set Ag and its expansions may be done not
only on the grounds of relations between interunit couplings, but also on the
grounds of differences between units (e.g., neurons) and between CRs. The
difference between units may arise, in particular, from the difference between
their states. It is possible, for example, in the Nakamura et al. (1995)
generalization of the Hopfield (1982) model of the NNW consisting of units
possessing more than two possible states. Excited states usually have a finite
life-time, therefore, only such CRs have meaning, i.e. can be transformed
into ACRs, for which the time of the excitation propagation throughout the
CR is less than the smallest among life times of its excitations. According
to the n-th order CR definition it contains n different relations between
subsets of the corresponding set .AS\I;()K). These relations also may be the
ones between combinations of interunit connections of certain subsets, as
well as between subsets of units themselves, if they are different. This ”if”
arises only in connection with NNW units, but not in connection with CRs
because any two CRs are different, being built from different sequences of
relations, which corresponds to the case of different units, if to consider each
CR as a supplementary unit.

What is the difference between the use of a CR as an element of the
set A\ Ag and the use of a corresponding thought (ACR) recalled from
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memory? The use of a thought recalled from memory is exactly as the use
of a new thought, while in the first case the content of the CR is not im-
portant, it simply represents one more combination of NNW units serving a
new element a of the set A. We considered here different-level information
processing based on the realization of different-order CRs, i.e., their transfor-
mation to ACRs of corresponding orders. As it is explained in APPENDIX
1, this transformation is based on neuronal activity in the case of human
thinking or on physical processes occuring with units of an artificial NNW.
It evidently remains correct for CRs of any order when they are transformed
into ACRs.

4.7 SYNERGETIC CHARACTER OF HUMAN
THINKING

We shall call N-th LEVEL INFORMATION PROCESSING the one per-
formed by use of elements of the set AK) \ AE-D and only by them. The
different levels of information processing may interact, and this interaction
may be strong, intermediate or weak dependent on the degree of the involve-
ment of two kinds of CRs to this processing: those constructed only from
elements of a set A\ A1 and those constructed only from elements of a
set A\ AV (J #£1, J# I+1). This means the information processing
by a NNW has the synergetic character because its different levels (differ-
ent values of K) correspond to different levels of the NNW organization.
Of course, the simultaneous participation of different levels of information
processing in thinking is also possible and may produce non-trivial effects.
Their study would be very interesting, especially to understand some impor-
tant aspects of scientific thinking. The K-th level of information processing
(thinking) includes different types of this level thinking, in particular, K-th
level conscious thinking, if it can be defined there according to its general
definition in §4.2. Thus, the proposed theory naturally leads to the existence
of different levels of consciousness. Indeed, in this case all ACRs (thoughts)
including trial sets of thoughts serving for self-measurements, are those of
K-th level and because of this consciousness must be defined separately for
different levels of thinking. The exception is the basic level because basic
level information processing is performed without use of ACRs. Therefore,
there are no self-measurements, and the basic level consciousness does not
ezist. Perhaps, researches into awareness, e.g., sensory awareness, (see, for
example, (Taylor 1996a) ) really deal with information processing of lev-
els higher than the basic one. It can be expected that the explicit use of

47



the theory proposed in the present work will be useful for such researches.
Notice that an interesting subject of research would be the effect of the
simultaneous participation of different levels of consciousness that is possi-
ble as a consequence of the simultaneous participation of different levels of
information processing in thinking.

The present mathematical theory can be applied also to information
storage and processing on sub-cellular level of organization, e.g., to DNA
(Ch. T7), which means that, at least from the mathematical point of view,
the brain is a synergetic system where similar processes occur with infor-
mation at different scales: from the sub-cellular one up to the whole brain.
However, the synergetic character of human thinking is expressed also in
the fact that NNW of each scale (microscopic or macroscopic) has the set of
levels of information processing (thinking) considered above. In particular,
it can help to understand how genetic information may influence high-level
human thinking . The genetic information evidently influences the structure
and properties of neurons and interneuronal connections in the brain , and
thereby it influences basic-level information processing, which, in its turn,
may influence high-level thinking, as it is established below in §4.8. Reflexes,
talent for music or for mathematics etc. ”written” in DNA molecules can
be transferred to the mind in this way.

4.8 COMPARISON OF THE HUMAN BRAIN
AND ARTIFICIAL NNW

The fact that CRs really play the role of supplementary units, as was de-
scribed above, leads to a drastic increase in the number of elements pro-
cessing information and therefore of the NNW capacity for information
processing at a given number of its units. IT WOULD BE NATURAL
TO SUPPOSE THAT IT EXPLAINS THE ENORMOUS CAPACITY OF
THE HUMAN BRAIN FOR INFORMATION PROCESSING IN COM-
PARISON WITH COMPUTERS DESPITE (MAY BE BECAUSE) NEU-
RONS AND INTERNEURONS CONNECTIONS WORK INCOMPARA-
BLY MORE SLOWLY THAN SEMICONDUCTOR DEVICES IN COM-
PUTERS. Let 75 be the time of life of a unit (e.g., neuron) excited state
with respect to spontaneous transitions, and 7 be that with respect to the
excitation transfer to another unit. Then the time of a CR transformation
into a ACR would be ny7, where n; is the number of neurons in this CR. In
continuation of this rough consideration assume that each relation contains
the same number p of NNW units. Therefore the order of a CR n = ny/u.
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Denote wys = 1/75 the probability of a unit (neuron) excited state to decay
spontaneously. If there are n; units and if spontaneous decays of their ex-
citations are independent, the probability of such a decay in a CR of the
order n would be

Wy, = punws = un/7s, (4-1)

and
On, =1/W,, = 75/un (4-2)

For the normal functioning of the NNW it is necessary that
0, > un, (4-3)

i.e.
7'5,u*1n*1 > unt, (4-4)

and therefore it must be true that
n K u_lrsl/QT_l/Q (4-5)

The last inequality limits the length of ACR expressed in the number of
relations. Its generalization to the case when relations may consist of dif-
ferent numbers of units is evident. The 7, of neurons in the brain can be
very large in comparison with 7, and because of it ACRs of very large orders
n can be created. It is very doubtful that it is possible to obtain 74 > 7
in semiconductor devices. The time-energy uncertainty principle will lead
to the overlapping of levels, if it be reached by the diminishing of 7. From
this very rough consideration one can conclude that the possibility of the
creation of high-order ACRs by an artificial NNW built of semiconductor
devices is very questionable, while it is possible in the case of the brain.
This means, the Hertz et al. (1991) idea that an artificial NNW constructed
exactly as the human brain, but from semiconductors (”electronic brain”),
may have the much higher (than the brain) capacity for the information
processing, seems at least questionable. Notice that our conclusion prob-
ably is not valid, if an artificial NNW is built of superconducting devices,
because the time 75 connected with the dissipation of the excitation energy
in the NNW (including radiation processes) is very short in this case. Now
return to the concept of ”collisions between thoughts (ACRs)” (considered
in Ch. 3) that becomes especially clear and concrete in the case of NNWs.
Suppose two CRs have one common unit. Let the excitations transform-
ing them into ACRs (thoughts) reach it simultaneously. It does not mean
that they arrive there ezactly at the same time, but that the difference be-
tween times of their ”arrivals” must be less than the time of life of a unit
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excitation (7 in our rough consideration). Then both ACRs interact chang-
ing the following excitation propagation through the NNW (it is possible
that after this time moment only one excitation propagates instead of two).
Therefore the resulting ACRs (or ACR) may differ from those that should
be created, if both excitations have not reached the considered unit simul-
taneously. This is the collision between thoughts within a NNW. It can be
expected that the probability of such a collision increases when the excita-
tion life-time 7 increases. Therefore the use of fast semiconductor devices in
the same NNW instead of slow neurons-interneuronal-connections ”devices”
must diminish essentially the probability of the collisions of thoughts and,
as a consequence, the capacity of the NNW to perform self-measurements
to be aware of its own thinking and to govern it. Thus, once again we see
that the low rate of processes in the brain has important advantages, and
cannot be considered as its imperfection in comparison with the ”electronic
brain” . If such a common element of two ACRs is not a unit (neuron),
but an element of a set A\ Ag, the situation is the same. It remains the
same even if two elements of the set A \ Ag have only one common unit of
the NNW. In this case two thoughts collide, if the excitations transforming
the corresponding prethoughts into thoughts reach this common NNW unit
simultaneously. Warning: if two CRs have more than one common elements
(units or elements of the set A\ Ag), it does not mean that the correspond-
ing ACRs collide more than once because, as was noted above, the first
collision changes them and therefore their following propagation cannot be
considered as the realization of the same CRs which existed before the col-
lision. In other words, two thoughts can collide only once, while the second
collision (if it occurs) will be between other thoughts. The probability that
two or more CRs have a number of common units increases when the or-
der of CRs increases and when the number of units decreases. Therefore
in a NNW having a small number of units, very long CRs cannot be trans-
formed into ACRs, in other words, they cannot be virtual thoughts. Thus,
only NNWs consisting of very large number of neurons are able to create
long and complicated ACRs. This statement is clarified by the consider-
ation of some simple examples (APPENDIX 2). Information processing,
or thinking, may change the NNW hardware consisting of units and in-
terunit connections (see, for example, Hopfield (1982), Cooper et al. (1979),
Willmacher (1976), Anderson (1977)), and this phenomenon underlies the
NNWs learning mechanism. This means that the set of relations is changed
by learning: a part of them stop to exist, while new relations appear. It
causes changes of the set of CRs and, as a consequence, of corresponding
ACRs. If the characteristic time of the learning is much larger than the time
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of the longest CR realization, one can use the quasi-stationary approxima-
tion: to consider at first the realization of a CR occurring under stationary
conditions supposing that the hardware properties are fixed, and thereafter
to take into account these changes and their influence on the CRs realization
using iterations or the theory of perturbations. As is seen from the above,
these changes of the NNW hardware properties influence the thinking of
all levels including the highest ones. This conclusion is not trivial. This
means the learning performed only in the framework of the basic level of
information processing changes all higher levels of information processing.
Notice that the possibility of high-level thinking creation by low-level ones
completes and clarifies our interpretation of the effect of Libet (Libet at al.
1979, Libet 1985). At the same time, analogically, the learning performing in
the framework of a high level K > 1 information processing causes changes
of couplings between elements of the corresponding expansion of the set
A&Ij() k) and therefore between units (because elements of the set .Asg() K \As
are connected by NNW units), which returns us to the previous situation.
Therefore learning performed in the framework of any level of information
processing, including all highest levels, i.e. by use of high order very so-
phisticated thoughts (ACRs) , scientific theories etc., influences, in its turn,
all levels of information processing (thinking) beginning from the basic level
one, and provokes changes of the brain structure influencing its physiological
development. This means, it would be incorrect to think that the brain is
developed only by biological, biochemical processes and so on, while learning
only fills it in of more and more sophisticated programs. In different systems
the density of CRs may be different and they may form a "gas” as well as
a "condensed ensemble”. In the first case the concentration of pairs of CRs
having more than one common unit is small, as well as of ”clusters” of few
CRs having one or more common units. Following this analogy with gases
it is possible to consider CR gases of different densities, and therefore with
different contributions of binary, ternary and so on collisions of ACRs. Then
the existence of CR pairs (or clusters) having two or more common units
will limit the achievable length of ACRs, making questionable the use of the
ACR concept in the limiting case of CRs condensed ensemble. However, it
is to be remembered that a unit common to two or more CRs influences the
corresponding thoughts only when the excitations realizing these crossed
prethoughts reach this unit simultaneously. The probability of this event
increases at the increase of the excitation pulses repetition frequency, i.e. of
the thinking intensity. The proposed model can, therefore, remain valid also
in the case of the very dense CRs ensemble, if the intensity of thinking is
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not too high. Thus, the following conclusion can be made concerning artifi-
cial NNWs: it must not try to increase without bound the number of CRs
(by increasing the number of relations existing in the considered NNW) to
promote the NNW capacity for information processing, because beginning
from a certain stage of this process it may demand to reduce the intensity
of the information processing. Following the analogy with gases, solids and
liquids, one can suppose that under certain conditions in the case of very
dense CRs ensemble ACRs can be considered as an analogy of elementary
excitations in solids (quasi-ACRs play the similar role than quasi-particles,
e.g., phonons) forming not too dense gas, but something like exciton liquids.
However, in those cases when such situations are impossible, how does the
NNW process information, and how, in general, is it able to do it? This
is a very interesting question and also very important because the choice
of the way of promoting the capacity of a NNW for information processing
depends on the answer to this question.

The concentration of the human mind on a certain subject of thinking ,
instead of its occupation with thinking on all possible subjects, is a way to
reduce the intensity of thinking (therefore also the density of the ensemble
of thoughts) and the number of ACRs’ collisions. Conscious thinking can be
performed only at very low densities of thoughts corresponding to the ”gas
of thoughts with only binary collisions” to make possible self-measuring of
the mind by trial sets of thoughts. However, if thinking on a certain selected
subject becomes too intensive ( the ensemble of thoughts would become too
dense) it is necessary to divide the considered subject of the thinking into
some ”sub-subjects” and to be occupied with them subsequently, but not
simultaneously to reduce the density of ACRs and to make thinking possible.

Thus, the limitation of permissible thoughts’ density (especially in the
case of conscious thinking when the mind measures itself by use of trial sets
of thoughts) demands from the human being to concentrate the thinking
on a certain subject. Then it obtains the maximum of information on this
subject and the minimum on other ones. It leads to the quantum theory of
the mind, when, in particular, the information processing by a NNW, e. g.,
by the human brain, is governed on the level of the metric space of states
of the mind according quantum probabilities. The quantum theory of the
mind is a subject of Ch. 5.
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4.9 CONCLUSIONS

It was supposed that the human brain processes the information (= thinks)
by activated chains of relations and mathematical theory developed in Chs.
1 - 3 was applied to the human thinking. This application demands the
"biologization” of this theory, which is formulated as the mind-brain rela-
tionship problem consisting of definitions of certain biological systems in
the brain as elements of sets figuring in the proposed theory. These sets
are: 1)source set Ag (ordered) necessary to construct combinations of its
elements called CRs, 2)well ordered set H necessary to transform CRs into
ACRs, or thoughts, sets A, (ordered) and #, (well ordered) necessary to
define memories of two types. The case of neural networks is considered. In
this case the source set is a NNW. ACRs that are themselves information
processors (Ch. 1) are added to the NNW and may essentially promote
its ability for the information processing without an increase of the number
of units forming the NNW hardware. It is important that the information
processing by ACRs possesses the ability for the creation of very compli-
cated and sophisticated statements. It leads to a very important conclusion
that the intellectual development of a person occurs mainly because more
and more longer CRs are created in its brain, and only in a small degree
because the increase of the number of neurons. Consider it in more detail.
If to assume that NNW principally could be a relevant model of the hu-
man brain, then the proposed approach helps to clarify why the intellectual
development of an individual can occur without an increase of the number
of neurons in the same measure that the intellectual capacity and level in-
crease. For example, the brain of a man who was never occupied with any
intellectual activity, never even studied in school, contains on average the
same number of neurons as the brain of a prominent scientist. However, at
the same time the proposed theory does not consider these two brains as
identical, but indicates why and how learning and the intellectual activity,
in general, produce changes (and what kind of changes) in the brain rising
its ability to create more and more sophisticated thoughts (ACRs) , without
affecting the number of neurons in the brain.

If the brain thinks using ACRs, it explains the effect of volume trans-
mission in the brain discovered by Agnati et al. (1992): an ACR is not
localized at the place of one neuron because it includes a certain set of neu-
rons placed in a region of the brain, which means that the propagation of
the information expressed in thoughts (ACRs) cannot be identified with the
propagation of nervous pulses, but with the volume transmission. Usually
the NNWs theory is, in our terms, the study of the basic level information
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processing only, while human thinking creating sophisticated statements oc-
curs on higher levels of the information processing using ACRs. Apparently
the brain modeling by NNWs is impossible, if, as usual, we limit ourselves
with only basic level information processing. Perhaps the theory proposed
in this chapter allows the brain modeling by NNWs by taking into account
the information processing by ACRs, i.e. on its higher (than basic) levels.

The consideration made in §1.3 allows one to come to one more conclu-
sion concerning the human thinking. If the brain processes the information
by ACRs (this is a hypothesis needed to be checked), one or more sets H can
exist and be used for CRs activation, which can be called thinking time(s).
Indeed, it is not yet proved that namely the physical time serves as the only
time for the thinking processes, and, therefore, it would be logically to check
all possibilities.
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Chapter 5

THEORY OF STATES OF
MIND AND ITS
APPLICATIONS

5.1 INTRODUCTION

One important problem was not considered in Chs. 1-4: how the infor-
mation processing, in particular, thinking is governed? In this chapter this
problem is considered, and it was found that the human thinking is governed
on the level of states of mind, but not on the level of the mind itself. In other
words, the thinking is governed indirectly that influences essentially its laws,
e.g., the character of the logic used by human beings, if namely the logical
thinking is considered (in Chs. 1-4, as well as in the present chapter, any
kind of thinking is considered, not obligatory the logical one). The study of
human thinking naturally leads to the use for this purpose of general ideas
of the quantum theory (see, for example, Temkin (1982) and Jahn & Dunne
(1987) ) originated from the physics of the micro-world that however are
meaningful for a much wider field of the science. Our theory is built so that
at first the mind is defined as a set theoretical concept (Ch. 4) and there-
upon, in the present work we find that under certain conditions its states
and behavior possess such properties that demand to describe them in the
spirit of quantum theory, though not obligatory by use of exactly the same
mathematical formalism. In other words, the proposed new theory, being
not an application of the quantum mechanics itself to the human thinking,
is based on the same fundamental principles as the quantum mechanics, es-
pecially all those concerned with the connection between incompatibility of
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different types of measurements and the structure of mathematical formal-
ism. Notice that discussions between physicists about the validity of the
Copenhagen interpretation of quantum mechanics are not concerned with
this theory namely because of the fact that it is not the quantum mechanics.
The author considers this interpretation as a principally new approach open-
ing the way of science (not only physics) development, no matter whether
it is the only possible interpretation of quantum mechanics itself.

In the previous work of the author (1982) (see also Ch. 6) self-measurements
of thinking processes and physical, geometrical and other quantities charac-
terizing the state of a person A were considered and compared with mea-
surements performed by another person B on A. It was found out that these
measurements create two different reciprocally complementary realities. We
postpone the detailed consideration of this phenomenon to Ch. 6.

In this chapter we continue the analysis, which was begun in our work
(1982), focusing now our attention on different self-measurements of the
mind. In this case different incompatible realities are created by different
types of mind self-measurements when only one person is involved, but his
thinking may be concentrated on different subjects.

Let us consider in brief some basic aspects of measurements and their
role in the theory, with the purpose of understanding how to construct
a theory of human thinking, taking into account the peculiarities of self-
measurements of the human mind. The point of view of modern physics is
that measurements and their properties play a fundamental role in physi-
cal theory (Einstein 1905, 1953, Dirac 1958, Bohr 1928, Heisenberg 1930).
Nils Bohr (1933, 1937) gave arguments that this statement is also valid in
microbiology. There are arguments that it is also valid in psychology and
human thinking, in general (see, for example, Temkin 1982, Snyder 1983a,b,
Penrose 1989). The fundamental role of measurement in the theory comes
from the fact that measurements may change uncontrollably the state of the
measured system, which leads to the impossibility of simultaneous measure-
ments of different quantities and thereby affects directly the structure of the
mathematical formalism. For example, the system of Newtonian differen-
tial equations for a system of material points was replaced by the quantum
mechanical formalism of algebra of non-commuting operators in the case
of atomic systems just because of the incompatibility of measurements of
conjugate variables. A measurement is supposed to be performed by a sys-
tem consisting of measuring instruments and an observer. The task of the
observer is to interpret results of the measurements. Without this interpre-
tation the measurements provide no information. However, this task of the
observer is not usually considered and not analyzed explicitly in physical the-
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ories. Only the collapse of the state vector in quantum mechanics reminds
us of the EXISTENCE of the observer supposed in the quantum mechanics.
But, the work of Schmidt (1982) on this subject hints that PROPERTIES
of the observer are important and should be an essential part of the physical
theory (cf. §5.6).

In the relativity and quantum mechanics, in exception to the theory of
the quantum Universe (Hartle & Hawking 1983, Fukuda 1989, 1991, Mensky
1991, Zeh 1986, 1988), an observer equipped with measuring instruments
studies physical bodies which can be only objects of such study because they
are not able to measure their own physical quantities and to interpret results
of these measurements.

In contrast to such primitive systems, a human being is able to mea-
sure characteristics of his own state including his own thinking processes
(Temkin 1982) by use of the interaction between ACRs. (Chs. 3-4). The
concentration on a certain subject of the thinking means that the content
of measuring thoughts corresponds to this subject. Under this condition
the mind obtains the maximum of information on its thinking processes
about the chosen subject. As it was shown (Chs. 3-4), the set of all pos-
sible self~-measurements of a mind can be classified as a number of subsets
(corresponding to the concentration of mind on different subjects of think-
ing) such that two measurements are compatible, if they both belong to the
same subset, and incompatible, if they belong to two different subsets. In the
latter case uncertainty principles exist between different kinds of measure-
ments made by a person measuring his own mind. Therefore the relevant
mathematical description of the human mind should be based on algebra of
non-commuting operators. In other words, the theory of the human mind
should be quantum in nature. However, as we shall see in §5.2, it cannot
be identical to the mathematical formalism of the quantum mechanics of
atomic particles.

When human thinking is compared with information processing by com-
puters, the computer seems to be a symbol of certainty, reliability, exactness
and perfection as opposed to the human brain that functions imperfectly,
uncertainly, unreliably and not exactly. However, when in Ch. 4 a computer
was compared with the human brain, it was unexpectedly clarified that the
extremely high operation rate of computer’s electronic devices (which seems
to be computer’s very important advantage) when compared with the op-
eration rates of neuronal, synaptic, etc. processes of the human brain, does
not lead to the computer’s superiority over the brain, but, rather, to the
brain superiority over the computer with regard to some important aspects
of high level information processing. Could the uncertainty of our think-
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ing also not be a shortcoming of the human brain, but its advantage over
computers? In the present work we try to answer this question as well as
find the origin of the uncertainty of human thinking and how it affects the
theory of thinking.

5.2 METRIC SPACE OF STATES

What is the main difference between the quantum theory of states of mind
and quantum mechanics? The representation of micro-system states by
elements 1 of normalized spaces in quantum mechanics is based on the in-
terpretation of the | 1*1 | as the probability density and on conservation
laws of mass and charge of a particle. Such arguments do not exist in our
quantum theory of states of mind, and therefore there is no reason to use
normalized spaces. Hence, we shall use a metric space to represent states
of the mind. In each metric space the distance p(1)g, %) = p(1, o) be-
tween each two points 1y and 1 exists, is positive for two different points,
is equal to zero, iff these points coincide, and satisfies the triangle inequal-
ity p(1,9") < p(b,1h0) + p(tho, ') (Kolmogorov & Fomin 1963, Cech 1966).
Normalized space is a particular case of metric space because in such a space
the distance can be defined by use of norm. Hilbert space used in the quan-
tum mechanics is, in its turn, a particular case of normalized spaces: in
Hilbert space the scalar product of two vectors is defined, then the norm
of a vector is defined as its scalar product with himself in degree 1/2. To
construct the theory of states of mind the concept of probability of a state
of mind must be defined as it is done in quantum mechanics for states of
micro-systems. The existence of the distance p between two states of mind
allows us to define the notion of the probability of states represented by
points 1 of a metric space relative to a point 1y of the same space. This
probability is defined and normalized differently in the following three cases
having the analogies in the quantum mechanics of atomic systems:

1)y IS AN ISOLATED POINT OF A COUNTABLE SET. Then the mini-
mum distance Ry,in(¥) < p(tho, 1), exists between the considered point and
other points of this set () is a selected point of this space). The relative
probability (i.e. depending on the choice of 1g) w(1g, 1) of the state 9 is
defined by the relation:

w(%ﬂb) = QilRmin(ip)pil(@bOalp) ’ (5'1)

where @ is the normalization constant. If all permissible states of the mind
are isolated points of the considered countable set, () is defined by the rela-
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tion (4 # yo):

Q= Z Rmm _1 ¢0,¢) (5'2)
Y7o
With this choice of ) the probability is normalized as follows:
> wltpo, ) =1 (5-3)
Y#ho

2)y IS A POINT (BUT NOT AN ISOLATED ONE) OF A COUNTABLE
SET.

Consider the neighborhood of the point ¢ having the radius R(%). It
contains an infinite countable set of points 1'. Let I'r(1)) be the max-
imum linear density of states along lines connecting 1y and v, F(¢) =

Jim [T ()], when Jim [Ce()] " > p(tfo, 1), and F() = p(yo, ¥), when

}lin%) [Cr(%)]™r < p(10,%). Now define the relative probability of a state
_),

1) # 1Py by the expression:

w(tpo, ) = Q™" F()p~ (sho, ) , (5-4)

where the normalization constant () is determined as follows:

Q = Z F( _1 ¢0; + Z Rmzn _1 ¢0;"/’) (5'5)
oAy Y#o

to normalize the total probability to 1, if all permissible states consist of

a countable set (the second summation is done with respect to all isolated
points of this set). 3) ¥ IS A POINT OF A CONTINUUM SET. Let M

be a closed measurable subset of this set and the point 19 ¢ M. Then the
relative probability of the subset can be defined as follows:

w(tpo, M) = Q™ 'qmF(M)p~ (o, M) , (5-6)

where p(1pg, M) # 0 is the distance between point 1y and subset M (Kol-
mogorov & Fomin 1963),

" { i Tyl (M), if Aim Tz (M) p ! (o, M) <1

ot BT o (5-7)
plyn. M), i Jim TRl (M) o (o, M) > 1

R = p(Ma"pl) ’ (5'8)

' ¢ M, but can be any point in the neighborhood of M, q # 0 for any
M is the measure of the subset. Thus, in the general case of the set of
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all possible states containing countable and continuum subsets, as well, the
formula (5-5) must be generalized as follows:

Q = D QuFM)p (o, M)+ > F(¥) p~" (o, %) +
Mo Y#o
+ Y Rumin(¥)p (v0,9) (5-9)
Y7o

The summation with respect to subsets M in (5-9) should be made only
over a system of reciprocally non-intersecting subsets, which means that for
any two subsets of this system M’ and M” would be M' N M” = (. The
mind was defined as a certain set of CRs only, without ACRs . Therefore,
according this definition, the mind has only one state. Let us now to change
the terminology and keep the term mind also for the same set of CRs when
a certain part of CRs is realized, i. e., when there are not only CRs, but also
sets of ACRs. The mind that does not contain ACRs we shall call mind
in its ground state, while the mind containing sets of ACRs we shall call
mind in its excited states. Therefore, the state of the mind, as well as 1,
the point of the metric space of states representing it, is function of ACRs’
distribution like i-function of an electron is function of its co-ordinate or
linear momentum or, better to say, as Fock’s column is function of particles’
configuration (Fock 1932). The meaning of the relative probability becomes
clear: w(tg, ) means the probability of such a distribution at a chosen state
1p9. The three considered cases have the analogy in the quantum mechanics
of atomic systems. In the quantum mechanics a countable set of states
corresponds to bound states, while the continuous spectrum corresponds to
an infinite motion of parts of the considered system. What could this mean
in our theory? An analogue of bound states, e.g., hydrogen atom, would
be stable systems of thoughts (ACRs) , so to say, "atoms” and ”molecules”
(even ”polymer molecules”) of thinking. To clarify whether such states exist,
how they influence the thinking (e.g., the logic), to search for such states
and to study them, represent an extremely interesting and attractive field
of research of human thinking. Represent each observable quantity A by
an operator A acting on points of the metric space of states of the mind.
Notice that there is no reason to demand that operators used in the quantum
theory of mind would be Hermitian ones. Their eigenvalues therefore may be
complex numbers. The definition of the relative probability by formulae(5-
1), (5-4) and (5-6) allows us to define the observed value of the observable
A as follows:

def

plip, App) = Sy w(tpo, ¥)p(tp, Ay) | (5-10)
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where symbol S is written to be concise and means the three types of sum-
mation appearing in the formula (5-9). The summation is supposed to be
done with respect to all 1 # 1.

The general expression (5-10) of the observed value is different from the
quantum mechanical one because in quantum mechanics the Hilbert space
is used, in which the scalar product exists. While the quantum theory
of the mind deals with the metric space where the scalar product is not
defined in the general case. The expression (5-10) defines the observed
value of an observable as the average value of the distance to where the
points of the metric space are displaced by the operator fl but not the
average value of the operator A itself, contrary to the quantum mechanics
rule. Operators A; and Ay commute, iff the corresponding observables are
measurable simultaneously, and they do not commute in the opposite case.
Despite points 1 of the metric space of states of the mind depend on the
set of ACRs (thoughts) as the electron wave function depends on its co-
ordinates or linear momenta, as it was mentioned above, it is impossible to
use points 1 of this metric space to find the probability of a certain set of
thoughts, contrary to the quantum mechanics of the atomic particles where
the probability distribution of co-ordinates (or linear momenta) is expressed
as | 9*9 |. Only the probability of a point 1 of a countable set or of a subset
of continuum can be defined,but of point or subset of the metric space itself,
not of arguments of these functions, i.e., not of sets of CRs. Thus, dealing
with the necessity of the metric space it must be remembered that the
thinking is governed by relative probabilities of states of the mind, i.e.more
indirectly than the behavior of an electron is governed by its wave function.
The recollection of thoughts from the memory is a good demonstration how
the metric space of states of the mind acts.

In Ch. 2 two types of the memory were defined. Let us consider now
how the recollection process is represented in terms of states of the mind.
When the mind performs the recollection of an ACR (thought) or a set of
them stored in a memory, the state of the mind is changed as a result of
the appearance of a new thought (or thoughts) and will be represented by
a point 1; of the metric space of states. Generally speaking, this thought
(or thoughts) is not obligatory an exact copy of the memory content. Let
us now repeat this recollection process using different trial sets of thoughts.
Each time the act of the recollection creates a certain state 1, of the mind.
If at least one Cauchy sequence exists in the set {1, }, then the recollection
by use of the considered set of trial sets of thoughts is possible. If there is a
number of Cauchy sequences in the set {1, } having the same limit, the result
of the recollection would be independent of the choice of Cauchy sequence.
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Otherwise it would not be known whether the result of the recollection has
to do with the stored thought.

5.3 RELATIVE PROBABILITIES AND THINK-
ING PROCESS; THE ORIGIN OF THE QUAN-
TUM LOGIC

If two different points v; and 1 representing two different states of the mind
have the equal relative probabilities w(wg,¥1) = w(tg,12), how does it in-
fluence the thinking process? Let g represents a state of the mind created
at a certain step of the thinking process. Let one of these two states of the
mind 1; and 1y can be created as a result of the next step, i.e. that there
are two and only two possible issues of the next step of the reasoning. Both
these issues are equally probable because w(tg,%1) = w(tg,12). The states
11 and 9 correspond, generally speaking, to two different distributions of
sets of thoughts that can be reached at the next step of the reasoning. This
situation is like the one in the probabilistic quantum logic, but not exactly.
As we have just seen, the thinking process development depends on relative
probabilities OF STATES OF THE MIND, but not on the probabilities
of sets of thoughts themselves. This is a very new situation which leads
to a ”subjectivisation” of the logic: different minds have, generally speak-
ing, different pairs of the considered probabilities w(vy, 1) and w(1y,12)
corresponding to the distributions of possible results of the same step of
the reasoning. Therefore the development of the thinking process could be
different for different persons. This is a very important distinction between
statistical inferences of the quantum mind and those usually considered in
the theory of probability and quantum mechanics, where probabilities of
inferences are the same for all persons. We return now to the considered
example and add one more statement (or statements) that inserts an in-
termediate step of the reasoning creating a state 1p; of the mind so that
from the state 1)y the mind transits to the state 1pp1, and only thereupon
to one of the states ¢ and 9. Let w(to1,%1) # w(to1,12). Then that
issue will be preferable, which corresponds to the state of the mind with
the largest probability relatively to g1. Thus, a way must be found to
make considered relative quantum probabilities of different issues at each
step of the reasoning different as much as possible with the purpose to re-
duce the indeterminacy of the reasoning. The quantum logic was studied by
Birkhoff & Neuman(1936), Bergmann (1947), Chari (1977), Heelan (1970),
Orlov (1982), Roman & Rumbos (1991) a. o., but it was not clarified that

66



it originated from the nature of the human mind. The conclusions made
above remain valid also when the neighborhood of 1y contains more than
two points representing states of the mind corresponding to distributions of
possible issues of the next step of the reasoning. If the set of these points
possesses a symmetry, i.e. they have the same probabilities relatively to 1)y,
it should be broken (as in the case of two points) to reduce the indeterminacy
of the reasoning. Let us mention one more situation leading to uncertainty
of the reasoning. It is possible that two (or more) different distributions of
1Cs correspond to the same state 1. If this state is to be created at the next
step of the reasoning, then these two (or more) inferences have the equal
probabilities. To eliminate this uncertainty is possible by changing the rea-
soning using a new knowledge or to change the structure of the mind by
learning (c¢f. Ch. 4) so that these two (or more) distributions of ICs corre-
spond to different . This means, one of purposes of the development of the
scientific theories and learning should be the elimination of such situations
when one state of the mind corresponds to more than one distribution of
ICs.

5.4 REPRESENTATIONS

We shall say that the mind serving as the measuring equipment+observer is
in a certain representation , if it performs self-measurings when it is concen-
trated upon a certain subject of the thinking. This concept of representation
is the analogy of the representations in quantum mechanics, e.g., co-ordinate
and linear momentum ones. The principle difference between the represen-
tations in the quantum mechanics of the micro-world and in the quantum
theory of the mind is that in the first case the observer is the same for all rep-
resentations, only measuring devices are different. While in the second case
there are different observers for different representations because the change
of the concentration of the mind means also the change of its state, i.e. the
mind that interprets measurements made in one representation is not the
same as the mind that did it being in another representation. Therefore, one
cannot be sure that all the information accepted and processed by the mind
in the 1st representation would be translated without changes and losses
into terms of another, the 2nd representation, and would be kept by the
mind being in this new state. The considered information may be lost and
distorted once again at the inverse transformation 2 — 1, and so possibly it
will not be reproduced exactly and completely after these two subsequent
transformations 1 — 2 — 1. This means the product of a transformation
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and its inverse one, generally speaking, is not equal to the unit transfor-
mation. Therefore transformations between different representations of the
mind do not form a group, at the best they may form a semi-group because
not each transformation has the inverse one.

5.5 PERSONALITY

DEFINITION: THE PERSONALITY OF AN INDIVIDUAL IN A CER-
TAIN REPRESENTATION OF HIS OWN MIND IS A SUBSET OF HIS
metric space OF STATES REPRESENTING ALL POSSIBLE STATES OF
HIS MIND AT A GIVEN SOURCE SET As WHEN THE MIND IS CON-
CENTRATED IN ACCORDANCE WITH THE CONSIDERED REPRE-
SENTATION. According to the definition of relative probability , the struc-
ture of this subset determines relative probabilities of all possible states of
the mind (at a chosen 1) and therefore it determines the thinking because
it is ruled by means of these probabilities. However, another person, e.g. a
psychologist trying to determine the personality of the examinée principally
is really able to determine something else: DEFINITION: THE PERSON-
ALITY OF A PERSON A FROM THE POINT OF VIEW OF ANOTHER
PERSON B, i.e. the personality of A in a certain representation of B, IS A
SUBSET OF B’s metric space OF STATES (at a certain concentration of
B’S mind corresponding to the chosen representation ) REPRESENTING
ALL POSSIBLE STATES OF B’s MIND CREATED BY THE INFOR-
MATION PROVIDED BY MEASUREMENTS PERFORMED BY B ON
A. The results of these measurements are input to B’s mind and processed
by him. Thoughts of B arising as a result of these operations create cer-
tain states of B’s mind. It is clear that the thinking and behavior of A are
determined more completely by his self-dicovered personality (see the first
definition above), than by his personality discovered by the person B (see
the second definition above), because the second one contains much less in-
formation, e.g., B cannot measure A’s thinking processes. Our definitions
allow us to study mathematically this difference in the following way: to
map A’s personality found by B into that determined by A himself and to
find what part of the set (A’s self-discovered personality) is not covered by
this map and what information on A’s thinking is contained in this part, In
other words, what information is lost at this mapping. The mathematical
solution of this problem is very complicated and difficult, but when it will be
solved, the proposed way should become a solid basis for the elaboration of
adequate psychological methods of the human thinking and behavior study.
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Introducing a basis of the metric space (see, for example, Kolmogorov &
Fomin 1963) of states, each open subset of this space can be represented as
a sum of a number of basic subsets. The personality is evidently an open
subset and therefore it can be represented as a sum of a number of basic
subsets, which can be called BASIC PERSONALITIES. Each of them is also
a subset of all possible states of the mind under certain constraints, other
than those used above to define the personality of an individual. Notice
that it is necessary to suppose the existence of constraints because in the
opposite case the subset of all possible states of the mind may coincide with
the whole metric space of states. This quantum idea that the personality
of an individual can be represented as a superposition of some personalities
was suggested first by Pascual Jordan (1960). Pascual Jordan’s idea was
based on the analogy with the superposition of wave functions in quantum
mechanics. Our approach is not connected with this analogy, but based on
general properties of metric spaces. According to formula (5-10) observed
effects are non-linear functions of v, so there is the interaction of effects aris-
ing on the grounds of different personalities of the same individual. Consider
the representation when an individual is concentrated on thinking about his
everyday life problems. Usually in this representation the most important
effects produced by only one dominating basic personality have the largest
relative probabilities. In other words, in everyday life his psychology is de-
termined practically by only one dominating basic personality (cf. below
and in our work (1982): in the case when there are two or more dominating
personalities ). Relative contributions of observable effects produced on the
grounds of different basic personalities are determined by relative probabil-
ities and therefore depend on the choice of 1y. Thus, one can state that to
the same personality, generally speaking, corresponds a manifold of types of
the thinking and behavior determined by the choice of 1. However, it would
be natural to suppose the existence of some invariance principles, as in the
physics. Such a principle would establish that for the choice of 1y within
a certain distinguished sub-set D of the metric space of states of the mind,
sub-sets of this space exist possessing the property that w(ty, ) does not
depend on % being within one of these subsets. Thus, the existence of an in-
variance principle means that the personality possesses a kind of symmetry.
The influence of the symmetry on the thinking was demonstrated above by
the use of an example when only two equivalent points existed. This means
the symmetry of the personality is an important psychological characteristic
of the individual determining to a certain degree the type of his thinking and
behavior, as well as other manifestations of the personality. The fact that it
is defined here as a mathematical concept allows the study of it using mathe-
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matical methods. The symmetry of a human personality arises as a result of
the heredity, as well as of the creation of some principles of thinking by the
intellectual activity of the individual, of the religion, ideology, professional
education and experience etc., which may create a distinguished subset D of
states of the mind. If such a subset was not created, the thinking, its logic
(if logical thinking occurs) and therefore the behavior of the individual are
very uncertain because 1y can be chosen arbitrarily, no preferable choice
exists. However, it must be remembered that a preferable choice of 1y does
not prohibit absolutely another choice of 1y, but only makes it not typical
for the individual. For example, he may get rid of the ideology that created
the set D, which in our terms means that he has chosen the point ¥y & D.
If an individual has two or more dominating personalities, the influence of
this ”split of personality” on his thinking, and therefore on his behavior,
depends on representation in what this situation exists. If it is the repre-
sentation corresponding to his concentration on everyday life problems and
tasks, his behavior may seem strange or irrelevant, so his adaptation in the
society would be very difficult. He even may be (sometimes erroneously,
sometimes correctly) considered mentally ill because the majority (now not
all) psychiatrists consider the split of personality as a symptom of mental
diseases. But if this effect exists only in a representation corresponding to
the concentration, for example, on abstract mathematical problems, it can
be detected only by analysis of his scientific works and his way of the sci-
entific thinking. Perhaps the interaction of different basic personalities of
a scientist may help the creation of principally new ideas because to differ-
ent personalities may correspond different approaches and styles of scientific
thinking. If the mind of an individual cannot be brought to a certain repre-
sentation commonly existing in the human society, or if the information that
his mind is able to accept and to process when it is in this representation
is very poor, it does not yet mean that his personality in other representa-
tions is also damaged and his intellectual level is low. It is probable that
he possesses developed personalities in some other representations, i.e. he is
different from the majority of human beings, but not mentally handicapped.
Individuals suffering from serious limitations of their communications with
the outside world seem to be an example of such disturbances. It is known
that a part of them have a rich internal world and are able to express it by
drawing pictures and by some other ways. However, if to take into account
that the information processing (Ch. 1) contributes to the development of
human brain during the life, it is to be expected that the abovementioned
limitations may limit the content and amount ofthe information that the
brain of such a person processes during his life, and, therefore, its contribu-
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tion to the brain development. It is especially harmful during first years of
the life when the development of the brain determines the intellectual level
of the adult human being. Possibly the percent of babies born with such
disturbances, but potentially able to develop their intellect up to the normal
(or close to the normal) level, is essentially higher than among children of
the kindergarten age. Perhaps, education programs (from the zero age, if
possible) based on the principle of the intensification as much as possible of
the information processing by the brain (in unharmed representations) can
prevent the brain underdevelopment of such persons, e.g., autistic.

5.6 SYMMETRY OF PHYSICIST’S PERSONAL-
ITY AND IN PHYSICAL THEORIES

The connection between the human mind and laws of physics was discussed
in the book of Penrose (1989). We shall discuss here an aspect of it based on
symmetry properties of the human personality. As it was explained above,
the symmetry of a person’s personality directly influences the structure of
the quantum logic and therefore his reasoning ways. Therefore, it would
be very natural to expect that the symmetry of a physicist’s personality
influences the structure of physical theories elaborated by him. It would
be very interesting to explore whether a connection exists between symme-
try properties of elementary particles appearing in physical theories, and
the symmetry of the common professional personality of modern theoretical
physicists, i.e. to check whether homomorphisms exist between symmetry
groups (or semi-groups) of this common personality and those of the theory
of elementary particles. It would be interesting to clarify whether symmetry
properties of this common professional personality exist only in the repre-
sentation corresponding to the scientist’s concentration on his research or
also in other representations and these properties are not lost completely
in transformations from one representation to another. In other words: the
scientist’s profession does or does not influence, for example, his thinking
and behavior in everyday life? To study this problem and other ones con-
nected with transformations of the mind from one representation to another,
it would be desirable to develop projection operator formalism in the frame-
work of our theory. This is a task of future researches. However, at the
present time a psychological study of this problem would be interesting and
useful. Symmetry properties of the observer’s personality may be impor-
tant for the study of observer reactions upon the observed considered by
Schmidt (1982) and Costa de Beauregard (1980). For example, it can be
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expected that the interaction of the mind with the wave function of a parti-
cle depends on the symmetry properties of this wave function and those of
the observer’s personality. Thus, it can be expected that the psychokinetic
effect as produced, according to Schmidt (1982), by the observation provok-
ing the collapse of the particle wave function, should depend on symmetry
properties of the observer’s personality and particle wave function. On the
other hand, there is no reason to expect its dependence on the symmetry
properties of the particle wave function, if no connection exists between
them and symmetry properties of the observer’s personality. Therefore, the
existence of this connection can be checked experimentally, if we study this
effect for scalar, spinor, vector a.o. particles possessing various types of the
symmetry. If the obtained results are different for various types of particles,
it would be a serious argument in favor of the existence of a connection
between symmetry properties of the particle wave function and those of the
observer’s personality.

5.7 CONCLUSIONS

This chapter is dedicated, first of all, to the clarification how our thinking is
governed. Without knowledge of this all the theory of the human thinking
developped in Chs. 1-4 hangs posed in mid air. Unexpectedly the consider-
ation of mind self-measurings has led us to the answer to this question. The
development of the approach of our work (1982) in combination with results
of Chs. 1-4 allowed us to conclude that the mind is a system described by
an algebra of non-commuting operators acting upon its states representing
by points 9 of the metric space of states.Then the incompatibility of self-
measurements corresponding to concentration of the thinking on different
subjects (its microscopic mechanism was found in Chs. 3-4 means the ex-
istence of uncertainty principles that leads to the conclusion that the mind
behavior should be described by an algebra of non-commuting operators act-
ing on points of a metric space representing states of the mind. In this space
the notion of the probability of a state relative to another one was defined.
Thinking, as information processing occurs on the level of mind, i.e., on the
level of the set AS\JZ() ~y- However, it is not governed directly on the same level,
but only indirectly on the level of the metric space of states of this mind by
means of relative probabilities. It leads, in particular, to a kind of quantum
logic as the logic inherent in the human reasoning, when logical thinking is
considered. Notice once again that the proposed theory considers all kinds
of thinking, no matter whether it is logical or not, meaningful or not etc..
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The formalism developed in this work allowed us to define the concept of
the personality as a certain subset of the metric space of states of the mind.
It opens the way to study the personality by mathematical methods, e.g.,
by the study of its symmetry properties influencing essentially the logic of
the thinking, as it was demonstrated in §5.3. The conclusion concerning the
possible connection between the structure of the physicist’s personality and
the structure of physical theory possibly indicates the way how the observer
can be included explicitly to future physical theories.

Some conclusions made in the present work on the grounds of the pro-
posed formalism hint of possible applications of this theory to the psychol-
ogy, medicine and creative, e.g., scientific, thinking . On the other hand,
the general character of the proposed formalism may lead to its applications
to objects other than the human mind, which also are able to perform self-
measurements. For example, according to Mensky (1991), Halliwell (1989)
and Zeh (1986, 1988) the Universe is able to measure itself, if it is consid-
ered as a quantum system (see, for example, Hartle & Hawking 1983, Fukuda
1989, 1991). It is possible that because of this some mathematical defini-
tions (e.g., of the concept, of CR, ACR and the set AN ), considerations
and conclusions made in Chs. 1-5 are also valid for the quantum Universe. If
it is correct, it would be interesting to check about the possible existence of
the thinking (as the information processing by ACRs) on the Universe scale
and the possible existence of communication between the Universe and the
human mind on the grounds of different level thinkings’ interaction (Chs.
3-4). Maybe the Mach’s principle, but more sophisticated than in mechan-
ics, exists also for the human thinking 7 The following mechanisms of this
communication are possible: 1) the information processing by ACRs, if it
indeed occurs in the quantum Universe, may influence the human thinking
by the telepathy because the consideration of telepathy between two minds
made in our work (1982) (see also Ch. 6) remains valid for the Universe
- mind system, 2) modulation of gravitation and electromagnetic fields by
stars’ motion, explosions a. 0. cosmic processes may realize CRs, i.e. create
ACRs in the Universe, which influence cells of brain initiating new ACRs
(thoughts) creation in the brain as follows from our interpretation (§4.4) of
Libet effect (Libet at al. 1979, Libet 1985). Of course, this hypothesis needs
to be checked theoretically and maybe experimentally. It seems the astrol-
ogy at least hints that such influence exists. Then the very rich collection of
facts accumulated during thousands of years of astrology existence can help
to check this hypothesis. The author is not specialist in astrology, and can
say only that without the considered connection astrology would be nonsense
because the information processing by the Universe and its connection with
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human thinking on the Earth are necessary to make possible the influence
of the occurring in the Universe on Earth’s events. Thus, if the proposed
hypothesis be confirmed, it may, in particular, serve as the starting point of
a scientific approach to the astrology. On the other hand, it could extend
the synergetic character of thinking (§4.7) to the Universe’s scale that opens
the way for information transfer from micro-world to the Universe and wvice
versa as described in Ch. 4 for subcellular level information transfer to the
brain and vice versa.

Possibly in the proposed theory of the mind, principles of extremum ex-
ist on the level of the metric space of states of the mind (like in quantum
mechanics on the level of the Hilbert space). If it is discovered that they
really exist, it would be interesting to clarify whether EMOTIONS repre-
sent simply the expression in psychological terms of the mathematical events
that are deviations from an extremum. In particular, a deviation from an
extremum may correspond to such a state of the mind that we customar-
ily call feelings of anxiety, dissatisfaction etc., while the achievement of an
extremum brings the mind to a state of contentment and calmness. This
is an interesting matter for future researches. It would be interesting to
check whether the process of the achievement of a certain aim is guided by a
principle of extremum. The experimental checking is possible, for example,
by study of corresponding processes in vision.
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Chapter 6

ESP AS A NATURAL, BUT
NOT SUPERNATURAL
PHENOMENON

6.1 INTRODUCTION

In Ch. 5 the concentration of one person on different subjects of his think-
ing was considered. In this chapter we shall consider the situation when
one person A can be concentrated or on the processing of the information
on the surrounding world provided by his organs of sense (maybe with the
help of measuring instruments) or on the study of his own thinking pro-
cesses, while another person B is occupied all the time with the receipt
of the information on the person A and surrounding world, using with this
purpose observations and measurings. Our approach corresponds to the one
of the modern physics that is based on the recognition that 1) the descrip-
tion of physical phenomena, principally depends upon the nature and state
of measuring instruments and observers interpreting the results of measure-
ments; 2) the set of all possible measuring instruments can be divided into
reciprocally complementary sub-sets such that it is impossible to perform si-
multaneously measurements by instruments belonging to different sub-sets;
3) for instruments belonging to each of these sub-sets their own reality exists;
there is no reality independent of the kind of measuring instruments (see,
for example, Einstein 1905 and 1953, Bergman 1942, Bohr 1928, 1934 and
1935, Dirac 1958, Heitler 1956, Heisenberg 1930, Shiff 1955, Messiah 1961).
For example, an electron has a co-ordinate, but not the corresponding linear
momentum for one class of measurements, but for the other class of mea-
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surements it has linear momentum, but not the corresponding co-ordinate.
To consider measurements performed on human beings with the purpose of
providing information on their states, thinking processes, etc., it must be
taken into account that a person A can himself measure his state as well as
his thinking processes and interpret the results of these measurements, i. e.,
he is at the same time a measuring instrument and an observer of himself,
which is impossible in the world of elementary particles. An elementary
particle is too primitive, and so it can only be an object of measurements.
Thus, the set of measuring instruments (together with observers ) nec-
essary to measure the state of a man A consists of the man A himself and
all other men B;. A man B; can measure time, all co-ordinates, configura-
tions a. o. geometrical and mechanical parameters of A, as well as some
physical, chemical and physiological quantities of A. He can also obtain
some information on the thinking processes of A from speaking with A,
from psychological tests, from EEG, etc., but such information is very lim-
ited and not exact. Maximum information on his thinking processes can
be provided by A himself to A himself, if he is concentrated on them.
But at the same time he deprives himself of information about the time,
co-ordinates, his own configurations and other geometrical, physical and
physiological quantities, which are measurable by all B;. A similar situation
occurs when A is sleeping (and dreaming) or is in a hypnotic state. For
short, we shall call meditation states all such states of A in which he is able
to obtain maximum information about his own thinking processes. We see
that in our case, as well as in quantum mechanics, all measuring instru-
ments are divided into two incompatible classes: 1) the man A himself, and
2) all other men B;. In quantum mechanics, for example, they are 1) in-
struments measuring co-ordinates and 2) those measuring the corresponding
linear momenta. These two classes (or sub-sets) of measuring instruments
are reciprocally complementary. This principle of complementarity in quan-
tum mechanics was formulated by Nils Bohr. In his lectures (Bohr 1933,
1937), Bohr mentioned arguments that this principle and the uncertainty
principle of Heisenberg are also valid for biological systems. An uncertainty
principle represents relations between errors of measurements of the same
object, performed simultaneously by two reciprocally complementary mea-
suring instruments: for example, measurements of the co-ordinate and the
corresponding linear momentum of an electron (in quantum mechanics) or
measurements of the state of a person A performed simultaneously by A and
by B; in the considered case. If A is in a state of meditation, his reality does
not contain his localization in space and time, but it contains, for example,
his dreams and other things produced by his brain. It is not less real than
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for all B; the localization of A in space and time as well as other parameters
measurable by B; are real.

This means that for A his own reality exists and for a B; his own reality
exists. Any discussion about which of these realities is more real is non-
sense, like the discussion about what is more real: that an electron has a
co-ordinate or the corresponding linear momentum. If being in a meditation
state A ”sees” that he is in another place (maybe in another country) in an
epoch other than the one determined by a B; by means his measurements,
it is still the reality for A, the data forming the reality of B; do not exist
for him. This means that the clairvoyance, the »memory” of events of hun-
dreds years ago, meetings with persons who are in other towns or even other
countries, etc., represents consequences of uncertainty and complementar-
ity as properties of the human thinking. For example, it is possible that
in B;’s reality A is in Paris at noon on June 30, 1996, while in A’s reality
he is in London in Shakespeare’s time, or, on the contrary, in London in
the year 2100. It may seem that the person B; is superfluous because the
uncertainties responsible for ESP phenomena arise as a consequence of A
concentrating on his thinking processes. However, this opinion would be not
correct because A’s ”travel” in space and time has meaning only relative to
B’s measurements of A’s position in space and time, while from A’s point of
view he does not "travel”, in general, but really in those places and epochs.
The fact that the thinking of only one person produces different realities
depending on its concentration on different subjects of the thinking (Ch. 5)
means that the considered creation of different realities when two persons A
and B; are involved (that is the mechanism of ESP) loses its exclusiveness
and becomes a particular case of more general phenomenon. This in its
turn means that in particular the parapsychology becomes simply an aspect
of psychology characterized by a certain concentration of the mind, losing its
character as something special, existing separately from natural, or may be
even something supernatural, mystic, esoteric, as many people think.

6.2 ON OBSERVER

In the classical mechanics it was supposed that a) errors of measurements
are results of the imperfection of our measuring apparatus and principally
can be reduced to the zero by the subsequent, step by step improvement
of the measuring techniques, and b) properties of the observer and even his
existence itself are not important. The theory built on the grounds of these
principles did not take into account errors of the measurements, the observer
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existence and his properties as well as the measurement as the source of the
information on the examinated object. It reflects the intention to create
the (not an!) objective picture of the World as a perfect one, independent
of human beings with their imperfect measuring equipment and brain. The
World was considered perfect, and it was unaxeptable to spoil its perfection.

The relativity and quantum mechanics have rejected this point of view
and the scientific approach to the physical World study based on it. Simply
because it was impossible to build on this grounds a physical theory able to
explain new experimental facts.

It was rejected the oversimplified concept of the objectivity of physical
theory created by the absolutization of the classical mechanics which, really,
is no more than one model for the approximate description of a certain class
of physical phenomena. There was (and still is) a very difficult psychological
problem: our personality is created mainly by our every-day-life experience.
The information on the surrounding World is provided by our organs of
senses. Such an experience continues during the whole life confirming and
reinforcing this personality structure (¢f. §5.5). All that is in the framework
of this personality structure, is (often) unwillingly interpreted by us as nat-
ural, correct and objective. The whole ”great” philosophy (the materialistic
philosophy) was created on these grounds. This philosophy really is not
so great, but simply expresses in never-ending fluxes of high-flown words
and phrases the point of view that only such a theory can be considered as
acceptable that can be squeezed into the framework of concepts and views
engendered by our every-day life. No more. The materialistic philosophy is
now the main obstacle in the scientific progress. It influences the thinking
of scientists limiting it artificially because its demands and conditions seem
very natural and fundamental, even unquestionable. In addition, even in the
Free World any theory contradicting to the materialistic philosophy meets
serious objections in the community of scientists, not to mention communist
countries where it is considered as a heavy crime (ideological diversion) that
merits a cruel punishment.

The modern physics recognizes the fundamental role of measurements
in physical theory and introduced the concept of observer to the theory.
However, only the fact of its existence is taken into account, but not his/its
properties. Consider this problem in more detail. The observer can be
a human being or a computer. His tasks are to plan Measurements, to
perform them by means of measuring instruments and to interpret their
results on the grounds of theories (models) that he has. They can be theories
already existed or a new one that needs checking by measurements. If no
of such theories is fit for the interpretation of new measurements made by
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(the observer + measuring equipment), a new theory should be created for
this purpose. It is clear that without interpretation made by the observer
measurements’ results provide no information.

In physics, however, an observer is considered simply as a physical body,
its/his own properties and activity are not considered. However, taking into
account the observer’s properties and activity can lead to changes of physical
laws and, generally speaking, of those in other fields of science. Indeed, an
observer-human being or an observer -automaton have an enormous number
of states. Their activity in the interpretation of measurements’ results means
an enormous number of all kinds of transitions between these states. Such
a transition has, maybe small, but finite duration in time. This means, the
information provided by the observer refers not to the time when we have
gotten its output, but to the past, maybe close past, but past. Moreover,
if the transfer of this information from one observer to another is consid-
ered, not only the time of the signal propagation (with the light velocity)
between these two observers must be taken into account, but also the time
necessary to emit the detailed information on all interstate transfers of the
first observer, to accept and decode it by the second observer . It is a very
important point because transformation laws in physics are based on the
consideration of the information transfer from one reference system to an-
other. There is one way to shorten the time necessary to forward, accept
and decode the information: instead to transfer the whole information from
the first observer to the second one, to limit it by an incomplete informa-
tion. Then an inequality is expected to be between the error in information
obtained and decoded by the second observer, and the time delay, in other
words, an uncertainty principle between the transferred information and
time delay. Thus, for example, the validity of Lorentz transformations in
the case of living systems becomes questionable, and, therefore, the Twin
Paradox must be reconsidered.

6.3 HUMAN WAVES OF DE BROGLIE

In Ch. 5 it was argued that the behavior of the mind is described by an
algebra of non-commuting operators acting upon points of the metric space
of states of the mind, in other words, that the mind is a quantum system. As
it was written there, such a point 1) depends on the set of ACRs (thoughts)
existing in the mind. When A is in a meditation state, among these thoughts
are those on his location in the space and time. Then the point ) is his wave
function in space and time (as function of the corresponding variables), i.
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e., his De Broglie wave, and we shall call it human wave of De Broglie.
Now the mechanisme of the telepathy and other ESP phenomena can be
expressed in terms of human waves of De Broglie: this function is delo-
calized in space and time (when A is in a meditation state!) and may be
overlapped with the De Broglie wave of another person A’ that may lead to
their interaction being resulted of the initiation of thoughts (ACRs) in the
mind of A’ by those existing in the mind of A, and vice versa. Why there
are so much "may”? This situation is like the overlapping of wave functions
of two fields in the quantum theory of fields. But they interact only if the
interaction constant is non-zero. Thus, to get rid off of these "may” it is
to check theoretically or experimentally whether something corresponding
in the considered case to the fields’ interaction constant is non-zero. To
understand why the overlapping of A’s and A”’s wave functions may lead to
ESP phenomena, e. g., telepathy, it must take into account that the wave
function depends not only on space co-ordinates and time , but also on all
other sets of ACRs (thoughts). There is a principle difference between the
considered case and the case of two-particle (e. g., two electrons) system in
quantum mechanics. In the considered case the set of variables corresponds
to that measured by A or by A’, while in the case of two electrons (or other
quantum particles) the set of variables includes the linear momenta (or co-
ordinates) and spins of both particles. This difference is a consequence of
the fact that measurements upon the system of two electron are made by an
external observer (by his measuring instruments), while those made upon
the system A + A’ are performed by A or by A’. The delocalization of the
wave function of A; and/or As can lead to their overlapping in a certain
region of space and time. In this region the wave function of A; and A,
can interact as two overlapped quantum fields interact, if their interaction
constant is non-zero. If this interaction exists, the thinking processes of Ay
can influence the thinking of As and vice versa. Indeed, as it was explained
in Ch. 5, the point 9 of the metric space of states of the mind is a function of
the set of thoughts (ACRs) existing in the mind, therefore, inside the region
of the overlapping of the wave functions of two persons ACRs existing in
one mind can initiate ACRs in the second mind, in other words, to realize
the telepathic communication between A; and As. Thus, the telepathy
is realized by human waves of De Broglie represented by the above
mentioned 1)-functions, but not any kind of radiation and, therefore, 1)the
velocity of the telepathem propagation is not limited with the light velocity,
and 2)screens shielding electromagnetic waves do not prevent the telepathem
propagation. These two consequences of the proposed theory allows one to
check it experimentally: a)telepathy between persons separated by cosmic
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distances can be used to determine the telepathem propagation velocity and
whether it is really not limited with the light velocity; b)experiments with
to see screens can show whether or not they prevent the telepathy (a layer of
water between sender of telepathems being on the earth surface and recipient
being in a submarine deep in the water is such a screen).

6.4 ESP, PERSONALITY AND STATES OF MIND

If two atoms are considered, the ability of one of them to absorb photons
emitted by the second one depends on the quantum level set structures of
the both atoms and on their state at the moment of photon emission. By the
analogy it can be expected that the telepathic communication (Leek 1971,
Murphy 1961, Rogo 1975, Rhine 1975, Sinclair 1971, Hunt 1964) between
two persons A and B depends on structures of their personalities and the
actual states of their minds. Consider it more in detail by taking into ac-
count that the personality is defined for a given representation of the mind,
i.e. for a given concentration of the thinking. Firstly, the both communi-
cated minds (or at least one of them) must be concentrated each on its own
thinking processes to achieve the delocalization in space and time, which
makes the telepathy possible (Temkin 1982). However, in the framework
of such concentration, each mind can be concentrated on various subjects
of the thinking . If the sender and the recipient are concentrated on the
same subject of the thinking , i.e. are in the same representation, then
telepathems are able to influence the conscious processes of the recipient. It
can be experimentally checked in the following way. The recipient must be
instructed that at a certain time interval he must think of a given subject
chosen so that there is a difficulty at a certain point of the reasoning and the
recipient does not know how to advance beyond this point. If, for example,
both persons know the mathematics, the chosen subject may be the proof
of a theorem. During the first trial the recipient works without help of the
sender. During the second trial the sender performs the same work as the
recipient, but the sender knows how to advance at this difficult point. In
this case, then his telepathems may complete the knowledge of the recipient
and the last will perform the reasoning up to the experiment termination.
In fact, even without this telepathic help some probability exists that the
recipient will cope with his task. Because of this a large number of such
trials is necessary to compare probabilities of recipient success with and
without the telepathic help. We have discussed the telepathic communica-
tion between two minds occupied with conscious thinking. Consider now the
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telepathy when the sender is occupied with conscious thinking on the same
subject as in the previous series of trials, e.g., he is proving the same math-
ematical theorem, while the recipient begins to think about quite another
subject, e.g., his forthcoming weekend, since he unsuccessfully attempted to
cope with the abovementioned difficulty at the given step of the reasoning.
According to our work he may continue to think, but subconsciously, about
the subject of the first series of trials, and may detect the results of this
subconscious thinking when he returns to the conscious thinking about the
previous subject. Therefore, if the telepathem is accepted when he thinks
subconsciously on this subject, it could help the recipient to accomplish his
task. Thus, two parallel series of trials can be performed to compare the
probabilities of the recipient’s success with and without the telepathic help.
Of course, each trial must include the change of his representation (concen-
tration) at the two certain stages mentioned. By this way the existence of the
telepathic communication when the recipient thinks subconsciously, could
be checked. The comparison of the probabilities obtained in this experiment
and in the first one could reveal the connection between the consciousness
and telepathy. These probabilities are calculated as repetition frequencies
of corresponding issues. If to continue the analogy with two atoms emitting
and absorbing photons, it could be expected that telepathy is more proba-
ble between two persons with the same (or, exactly, similar) personalities.
However in the case where dominating personality of the recipient is quite
different from the one of the sender, another basic personality of the recip-
ient may have the structure close to the one of the dominating personality
of the sender. Telepathems can then be received by means of this basic
personality (Temkin 1982). Of course, as it is seen from this reasoning, it is
not obligatory that at least one of personalities (of the sender or recipient)
would be dominating one. The telepathic communication can be realized by
basic, but not obligatory by dominating personalities of both persons. Tele-
pathic experiments with pairs of twins compared with those when sender
and recipient are not relatives, would help to establish connection between
telepathy and personalities. Notice that sometimes twins may have quite
different personalities, and therefore the similarity (exact identity evidently
does not exist) of their personalities must be checked before the beginning
of the proposed experiments.

Notice that the telepathem can be received not obligatory by the domi-
nant personality (Ch. 5) of the recipient, but also by one of his other basic
personalities (Ch. 5). In this case the reasoning of this Section are referred
to the likeness of the sender personality ”responsible” for the sending the
telepathem (it also can be not his dominating one) and that of recipient’s
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basic personalities which accepts the telepathem. In view of this it would be
reasonable to suppose that individuals like Wolf Messing in the USSR, who
are able to "read thoughts” of different persons having different personali-
ties, have comparable probabilities of their basic personalities, possibly, none
of them (defined in the representation when such man is concentrated on
the "reading of thoughts”) is the dominating one. For such a man ”voices”
that he hears can be produced by the interference of his different basic per-
sonalities and be a symptom of a mental disease, if he is not able to establish
that this is their source, but not the external world. But ”voices” can also
be produced by telepathems sent by different external sources, and in this
case his talking about "stories” that he "heard” cannot be considered as a
symptom of mental disease, even if these stories seemed very strange. Just
as a non-stationary perturbation of a quantum mechanical system can pro-
voke its transitions from one state to others, the telepatic influence on a
person, depending on time (non-stationary), can provoke transition from a
state with one dominating personality to a state with another dominating
personality, in other words, the change of his personality. This means, the
brainwashing can be accomplished by the telepathy.

6.5 SOUL AND ESP

The concept of mind (Ch. 4) includes CRs as well as ACRs (thoughts) as
realized CRs. It is evident that when the mind consists only of CRs, the
human being is dead. Thus, ACRs (thoughts) form an especially important
subset of the mind that merits to be identified with a very important at-
tribute of human beings such that without it life is impossible. To reflect
this fact the following definition is introduced:

DEFINITION: SOUL-t IS THE SET OF ALL ACRs (THOUGHTS)
EXISTING IN THE BRAIN OF A PERSON AT A GIVEN MOMENT ¢t
OF TIME.

Without the soul-t a human being is dead because then his mind consists
only of CRs. It is clear that the soul-t defined above depends on time.

Perhaps a ”massive” telepathy is possible when all thoughts of a person
(existing at a given moment of time) are accepted by a recipient. In our
terms this means that the recipient got the soul-t of the sender. Perhaps,
the phenomenon of reincarnation (Rogo 1975, Rhine 1975, Hunt 1964,
Parker 1975) can be explained on these grounds, if we take into consider-
ation also ”travels” in space and time to include the reincarnation when
two participating persons are separated in time and/or space. However, it
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must remember that soul-t must not be identified with the soul used in the
poetry, religion etc.. The latter is apparently something characterizing a
human being very profoundly, almost independently of the time, a charac-
teristic existing constantly, may be only weakly depending on the time.

At the death of a person the realization of CRs is stopped irreversibly
which, according to the definition of soul-t, means that ”the soul-t leaves
him”. With this connection it would be interesting to think about the
possibility of soul-t transfer to another person just during the dying process
because this process provokes the rapid change of the ACRs set. If at a
certain stage of dying the human being looses his contact with the outside
world and is able to be concentrated only on his thinking processes, then in
his reality he may be at a time and at a place occupied by another person.
For this second human being this rapid change of the ACRs set could create
a rapidly changed perturbation of his mind, which increases the probability
of thoughts transfer. This last conclusion was made by the analogy with
the quantum mechanical perturbation theory and so is only a hypothesis
needed for scientific proof. It would be interesting to check whether the
telepathy , including the "massive” telepathy, i. e., the transfer of a set of
thoughts (that may be, in particular, the soul-t) can be described in terms of
thoughts’ radiation and absorption, and to try to construct with this purpose
an analogue of the second quantization and Fock columns (Heitler 1954, Fock
1932) in the proposed quantum theory of states of mind, which, in particular,
can be applied to processes of the thoughts and their combinations emission
and absorption by mind. If future researches confirm that it is possible, the
following processes should be considered: a) a thought (or thoughts) emitted
by a person A is absorbed by another person B, b) a thought (or thoughts)
emitted by A is absorbed by A himself (virtual emission), ¢) the structure
of A’s mind was changed abruptly after the thought (or thoughts) emission
so that it already is not able to absorb this thought (or these thoughts)
and there is no other person able to do it, then it (they) remains free. The
option c¢) may be a result of the death of A, and if the emitted thoughts
form his soul-t, it remains free in the space at least for some time. However,
one must be extremely careful in that what concerns hypotheses in the ESP
field, not forgetting that they are only a subject of future researches, and not
yet results of a theory. This caution is necessary to remain in the framework
of the science, but not to replace it carelessly by science-fiction.
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6.6 ON THE TELEPATHIC BRAINWASHING

If A receives telepathems from B who emits them with the purpose to thrust
his opinion onto A , or even to thrust onto A that all fundamental ways of
thinking of A are nonsense and must be replaced by those thrusted by B
(brainwashing), it is important whether A is concentrated on the subject of
telepathems or not. If he is concentrated on the subject(s) of the telepathem,
he can check thoghts induced in his mind by the telepathems and to reject
those of them that he considers as incorrect.

Thus, in this case the attempt of B can be rejected. This means, the
attempt of B is expected to be successful, if A is in a state when trial sets
of thoughts content is other than the content of telepathems, i. e., when
A is not concentrated on the telepathem subject area. Then telepathems
can create in A’s mind thoughts that cannot be checked by trial sets of
thoughts existing in A’s mind in the considered representation. From these
”injected” thoughts new trial sets of thoughts can be constructed, and, as a
consequence, criterions of A’s thoughts correctness will be checked by these
new, originated from B, trial sets of thoughts.

6.7 CONCLUSIONS

The principal result of the present work is to show that the telepathy is
realized by the human waves of De Broglie rather than by a kind of radiation.
This mechanism was expressed, in other terms, so that the existence of
the telepathy is a result of uncertainties of time and space location of a
person from his own point of view when he is concentrated on his thinking
processes. It must be emphasized that that we did not yet prove that just
this mechanism is responsible for the telepathy and other ESP phenomena.
Strictly speaking, it was indicated that such an ESP mechanism exist which
is not supernatural, esoteric, but, on the other hand, is not based on the use
of a kind of radiation. The missing proof can be obtained by the comparison
of consequences of our theory with experimental results. Some indications
of possible experimental ways to check the proposed theory are contained in
this chapter. Some of them are based on the use of the theory of quantum
states of mind (Ch.5), as it is described in §6.4. Other experiments are
not based on any theory as, for example, the examination the influence of
screens or other obstacles preventing the electromagnetic or other kinds of
radiation propagation, on the telepathy. According our theory the telepathy
can exist even between two persons separated by metallic screens, layers
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of the earth, by water etc.. Good and unambigouos experiments on the
telepathic communication between one person on the earth surface and the
second in a submarine deep under water could be considered a serious text
of the proposed theory. The second test could be telepathy experiments
when the distance between two persons is extremely great, the best would
be the use of cosmic distances, so that it would be impossible to explain
the communication by electromagnetic or another radiation because even
in the absence of the absorption (really, the absorption exists) the intensity
if a radiation decreases with the distance from the source increase as r—2,
and the brain of the sender of telepathems could be a very powerfull radio
station to send telepathems (by electromagnetic radiation) which could be
accepted by a recipient separated from him by so big distance. The third
text (admittedly very difficult to execute) could be the measurement of the
time of the telepathic propagation between two persons. The velocity of
the propagation of a radiation cannot be more than the the light velocity.
Therefore, if the velocity of telepathem propagation is larger than the light
velocity, it would be very serious argument in favour of our theory because
the propagation of (human) waves of De Broglie is not connected with the
transfer of the matter so its velocity is not limited by the light velocity.

The views presented and described in this chapter can be applied not
only to human beings, but also to any system able to perform self-measurings
that can be clasified into subsets so that self-measurements belonging to
two different such subsets, are incompatible. Then complementarity and
uncertainty principles exists for such a system, and it is expected that the
proposed theory is valid. Possibly, animals, plants, some types of comput-
ers, as well as some kinds of cosmic objects are such systems. If it is cor-
rect, the telepathy can be expected between different object of such kind,
e. g., between human beings and animals, human beings and plants, human
beings and quantum Universe. Possibly, the psycho-kinetic effect can be
understood in terms of the telepathy between human being and non-living
body by human waves of De Broglie interaction with the quantum mechan-
ical wave function of the non-living body. The Helmut Schmidt theory of
psycho-kinetic effect based on the consideration of the collapse of the wave
function, makes the proposed explanation of the psycho-kinetic effect rea-
sonable. Perhaps the collapse of wave function can be described as a result
of the information transfer from the human mind to this non-living object
by the telepathy . But it is still only a hypothesis. It must build a theory of
the considered information transfer by the telepathy to confirm or disprove
it.
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Chapter 7

CRs AND ACRs THEORY
AS AN APPROACH TO
POLYMER MOLECULE
AND GENETIC
INFORMATION STUDY

7.1 INTRODUCTION

Polymer molecule of DNA consists of a number of chemical groups connected
with each other (Watson 1970, Drlica 1992), such that each group has its
rotational, vibrational and electronic states. These groups can play réle of
multistate units ("neurons”) (see, for example, Nakamura et al. 1995) form-
ing a neural network (NNW) that is, in this case, the considered polymer
molecule, if excited states of one of these chemical groups can be transferred
to other chemical groups. Thus, the connections of each group with other
ones must be weak enough that quantum states of this group would make
sense and at the same time strong enough to do possible the excitation
transfer. Then intramolecular excitation transfer, a.o. processes in such a
molecule can be treated by theories developped for NNWs. It permits to deal
directly with the information processing and storage that is fit for molecular
genetic problem study. This approach allows one to consider explicitly the
genetic information "written” not only by means of DNA molecule chemical
composition (genetic code), but also by means of its nuclear and electronic
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motion. In the present work we use for this purpose the method proposed
in Ch. 1.

Following Ch. 1, we call the set of chemical groups in a polymer molecule,
SOURCE SET Ag, iff it is ordered, and construct such combinations of subsets
of this source set that are CRs between them. Relations and the ordering of
the source set must be based on physical, chemical a. o. natural properties
of units and intergroups’ connections (¢f.Ch. 4), as distinct from the case
of an abstract pure mathematical problem where they could be introduced
artificially. In Ch. 4 is shown that CRs do carry a potential (virtual)
information.

If units cannot be ordered throughout the considered polymer molecule,
but it can be divided into a number of micro-regions so that inside each
of them the ordering is possible, then the written above can be applied to
each such micro-region separately, and, therefore, the considered polymer
molecule will be represented by a number of different source sets.

As it is seen from Ch. 1, if to change the order of a source set, the
corresponding set of all possible CRs will be changed and, therefore, the
pre-information carried by them also will be changed. In the case of a DNA
molecule this means that the genetic information will be changed. It suggests
an idea that possibly a relevant selective change of the order of a virus DNA
molecule micro-region may stop its harmful activity. Perhaps this indicate
the right way to cure diseases caused by viruses. The said seems to be valid
also for diseases caused by microbes.

CRs do not reveal new properties of polymer molecules, in particular, of
DNA molecule, but express those of molecular nuclear and electronic motion
in terms of information. Therefore, the genetic information contained in
CRs is none other than the one contained in DNA molecule nuclear and
electronic motion. CRs contain only the potential information (that can be
called also virtual information), i. e., such an information that cannot be
displaied directly, but is revealed when a CR is transformed to an ACR.
This transformation can occur, for example, if an excitation runs through a
CR, which was considered in detail in Ch. 4.

It may be that Ag is not able itself to process the information, but
CRs can be constructed. Then the corresponding ACRs will do it, and
by this way such a source set is enabled to process the information not
directly, but by means of ACRs. For example, a polymer molecule may be
represented as one or few of neural networks. In this case it can process
the information by the system of its units, but not only by ACRs, which
means that the zeroth-order of the information processing exists in this case.
But in the case when a polymer molecule cannot be represented as one or
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few of NNWs and, therefore, it cannot process information directly by use
of its structure, only higher-order, i. e., by means of ACRs, information
processing is possible. Notice that in the case when Ag itself is a NNW and
CRs can be constructed, ACRs created from CRs will increase essentially its
ability for the information processing. The addition of CRs to the source set
as new elements expands the source set (see Chs. 1, 3 and 4) and increases
the number of CRs which can be constructed. These new CRs also can be
added to the obtained set, and it will be the second step of the expansion,
etc. as it is described in Chs. 1,3 and 4.

7.2 C-GENE AND S-GENE

The following consideration is relevant to all polymer molecules, but to
make the explanation concrete and clear it is written on DNA molecule and
molecular genetics. As it is seen from the definition of concepts introduced
in this chapter, they are not connected only with the DNA molecule despite
terms of the molecular genetics are used.

Suppose that DNA molecule contains a number of ordered sets of chem-
ical groups such that elements of each set are connected with each other (for
example, by chemical bonds). Then under certain conditions each such set
is a source set Ag, number p that can be used to create CRs . The set G,
of all possible CRs constructed on the grounds of Ag , determines all infor-
mation that can be obtained from Ag, at the realization of all CRs, i. e.,
their transformation into ACRs. Taking it into account, one can conclude
that from each set Ag,JG, is possible to obtain 1)the information corre-
sponding to that written by the genetic code, i.e., to Ag, structure, 2)the
information released by the functioning Ag , as a NNW (basic level informa-
tion processing, if the source set is a NNW, and 3)the information released
by the transformation of CRs into ACRs. Consider firstly the case when
each such micro-region of DNA molecule coincides with a gene. Then with
the purpose to include to a gene all this information, WE DEFINE C-GENE
(COMPLETE GENE) AS Ag,|JG,. However, the chemist cannot see CRs,
and because of this he considers only Ag , structure as a gene. It would
be natural to call Ag, C-GENE HARDWARE. If the c-gene hardware itself
is a NNW, then the programs for the information processing by this NNW
(basic level information processing) plus the set of all possible CRs can be
called C-GENE SOFTWARE. If the hardware is not a NNW, then only the set
of all possible CRs is the c-gene software. Really c-gene software expresses
in terms of the NNW theory the part of genetic information contained in
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electronic and nuclear motion states of the gene and in their possible perma-
nent or temporary changes while the ”ordinary” genetic information written
by the genetic code is contained in c-gene hardware Ag , structure.

As it was mentioned above, a polymer molecule of DNA consists of a
number of chemical groups so that for some types of vibrations they can be
represented as internal vibrations of these groups perturbed by intergroup
weak couplings, then the vibration state transfer between groups occurs just
as the one in a chain of weakly coupled oscillators. In terms of NNW this
vibration state transfer means the interunit information transfer (Hopfield
(1982), Nakamura et al. (1995)), if each such chemical group is identified
as a NNW unit. The same can be said on the intergroup transfer of their
internal rotations. If electronic excitations can be transferred between chem-
ical groups, the corresponding CRs must be constructed and included into
the gene software, but they can be transformed into ACRs only when some
factors (e.g., ionizing radiation, light, excited molecules or other chemical
additions etc.) create electronic excitations. Then the ”frozen” under nor-
mal conditions genetic information is ”defrosted”, and virus, microbe or
a cell of an organism reveals the "non-conventional” behavior. It may be
useful, but may be harmful for human beings, animals and plants. Notice
that this "frozen” genetic information must include also CRs constructed
on the grounds of vibrotational states of electronically excited molecules. If
the order cannot be established throughout a gene, it cannot be a source
set Ag,. If, however, this gene can be divided into two or more ordered
micro-regions, the source set can be defined and CRs can be constructed
for each of these micro-regions separately. In this case the C-GENE is to
be defined as the sum (J,As,, UG, with respect to all such micro-regions
(index p) covering the considered gene. Then the c-gene hardware is defined
as U, As,p, and its software is defined as J,G, + the sum of basic level
information processing software by all NNWs forming the considered gene.
In the case when micro-regions that can be ordered cover only a part of the
gene, the summation must be performed with respect only to these ordered
micro-regions. It is evident that it does not contain the genetic information
written by the genetic code because some parts of the gene are not included
into the sum. By this reason we shall call this sum S-GENE (soft gene). In
this case it is impossible to define c-gene joining together all kinds of genet-
ical information, but it is necessary to consider separately s-gene and the
information written by genetic code.

It may be that an ordered micro-region of one gene covers also a neigh-
bor gene or a part of it, or even an ordered micro-region covers a number
of genes, perhaps, the whole DNA molecule. In this case the s-gene can be
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defined without a connection with genes. To what consequences may lead
this situation? Rate constants of the protein’s synthesis depend on vibro-
tational and electronic states of the gene. In our theory these states and
transitions between them are expressed in terms of CRs and ACRs corre-
spondingly. In the case when a source set covers partially or completelly
two or more genes, processes with nuclear and electronic motion (i.e., with
corresponding ACRs) influence reactions produced by all genes covered by
this source set. If, for example, reactions occuring with one of these genes
lead to vibrotational states’ excitation (in our terms, to the appearance of
corresponding ACRs) , it may influence reaction rates of other genes covered
by this source set. In other words, the existence of gene software may create
interactions between genes.

The interaction of genes may be caused also by the following effect, ana-
logue of which was considered in Ch 4. If an excitation propagates through-
out hardware of the c-gene number p; realizing its CRs (i.e. producing
ACRs) , this excitation may transit to the hardware of another c-gene g
and may realize there its CRs . This means that the reveal of original ge-
netic properties of the c-gene g9 is influenced by the c-gene g1, and possibly
leads to the appearance of a new genetic information referred to this sec-
ond c-gene. The transition of an excitation from one c-gene hardware to
another may be produced mainly by the intramolecular interaction between
source set s Ag , with different values of o. If c-genes are defined correctly,
the probability of such transitions must be very small. If it is not small,
this means that really all interacting c-genes together are one c-gene or one
s-gene covering a number of genes. Possibly such a rearrangement of their
elements exists that leads to new set of source sets, this time almost not
interacting, which are new real c-genes.

Up to this place the c-gene software were considered only as the source
of genetic information complementing the one written by genetic code, i. e.,
determined by the chemical structure of the gene. However, this software has
one more function issued from the fact that, at the end, it is determined by
the source set that, in its turn, is determined by the gene chemical structure.
This means, the creation of ACRs from CRs serves as a channel for the first
step of genetic information (written by genetic code!) realization.

Whether a c-gene can be changed? Suppose in the beginning that there
is no mutagen factors such as ionizing radiation, chemical mutagenes a. o.
able to change the c-gene hardware. If the c-gene hardware is a NNW, it
might be able to learn. The learning, as it is well known in the theory of
NNWs, changes inter-units connections [see,for example, Hopfield (1982)].
Such changes may lead to changes of relations necessary to construct CRs
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and therefore they affect the structure of the set of all possible CRs of
this hardware, in other words, in our case the genetic information might
be changed. The said evidently is remained valid also if the c-gene hard-
ware itself is not a NNW, because it functions as a NNW by use ACRs.
However, might is not must, and it is questionable whether a c-gene can be
learned. Indeed, connections between units, i.e. between elements of the
source set Ag, are chemical couplings. The electronic structure of these
couplings or vibrotational states of chemical groups included into the gene
cannot be changed irreversibly or, at least, for long time by any factor, if
there is no mutagen mentioned above. Therefore one must conclude that un-
der this condition the change of genetic information contained in c-gene by
learning is impossible. At the same time a temporary change of the genetic
information seems to be possible . For example, the electronic state of the
source set Ag , can be changed temporary as consequence of photon(s) ab-
sorption or spin states can be changed by magnetic field action on electronic
and nuclear spins - all these effects may temporary create new relations and
therefore new CRs changing by this way the set G, determined before these
factors appeared. If during the time-of-life of the considered change of the
electronic structure excitations propagate throughout the source set Ag,
and realize those CRs that could not be realized before this change, it will
provoke "non conventional” influence of this c-gene on the cell or virus. It
may change temporary the microbe or virus as well as of a cell of an organ-
ism behavior and reproduction. In particular, the ”perverted” reproduction
of healthy cells may create cells of cancerous tumor, which will continue
to breed already without any external stimulation. However, it is possible
that, on the contrary, this change will stop the reproduction of a cancerous
cell of organism or a virus. If to find what kinds of electronic, vibrotational
or nuclear spin state excitations lead to the stopping of cancerous cells or
viruses reproduction, it would indicate a possible way to treat corresponding
diseases. The possible existence of self-accelerating processes of the ACRs
creation as well as the possible existence of the information (contained in
ACRs) possessing the large VALUE (Eigen (1971), Volkenstein (1977) ), pos-
sibly makes certain weak excitations, such as those of nuclear spin state, to
be effective for this purpose.

Acceptors of electronic excitations that are outside a DNA molecule,
may accept such an excitation propagating throughout a gene and realizing
its CRs. It may prevent the creation of some undesirable ACRs or stop
completely the ACRs creation, i.e., it may change the genetic information
realization from the potential one. It is desirable to study this effect and
possibilities of its use in the medicine and genetic engineering.
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7.3 CONCLUSIONS

The information contained in intramolecular motion of a gene is a part of
genetic information. In the present work is proposed to treat this informa-
tion using the representation of a gene as one or few NNWs. The theory
developped in Chs. 1-4 was applied to these nets that allows one to deal
with different types of genetic information.

For this purpose a molecule of DNA is considered as one or few of source
sets Ag, g, if it is possible to order chemical groups in this molecule through-
out. In particular, some of these source sets can be NNWs. More then one
source set appears when is impossible to establish the necessary ordering
throughout the whole polymer molecule. In this case the molecule could
be divided into a number of micro-regions such that each of them can be
ordered. It is desirable to choose genes as such micro-regions, as it was pro-
posed in Ch. 4 where the application of the proposed theory to the human
thinking was considered. If it is possible the theory of Chs. 1-4 is to be
applied to each gene separately. If a gene cannot be ordered throughout, it
could be, in its turn, divided into few micro-regions so that each of them
can be ordered. In the first case, when a gene is one ordered micro-region,
all kinds of genetic information are contained in c-gene: namely those rep-
resented by the gene chemical structure, in particular, by the NNW ability
to process the information, and by CRs. The last two types of the infor-
mation are connected with the nuclear and electronic motion of the gene.
Taking into account this information allows one to consider chemically non-
destructive genetic changes and their possible consequences. On the other
hand, the transformation of CRs to ACRs can be a channel for the first stage
of the genetic information release, i. e., the transformation of the potential
(virtual) genetic information written by genetic code into real acting infor-
mation. Indeed, at the end, the chemical structure of the gene determines
the structure of the corresponding source set s processing the information
(which, in particular, can be NNWs) and the set of all possible CRs. There-
fore, we come to the statement written above that the information carried
by ACRs is the realized part of the information written by genetic code.
It can hope that at this stage of the virtual genetic information realization
its amount (Kullback 1958) and value (Eigen 1971, Volkenstein 1977) can
be calculated. However, it must remember that following transformations
of this genetic information can change essentially its amount and value (cf.
Ch. 4) so that they cannot be calculated in the general case because the
biological meaning of an ACR and the information that it contains depends
on physical, biological, chemical and other factors existing at the moment of
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this ACR creation. The mathematical determination of the amount of this
potential information and especially its value in each concrete case repre-
sents an interesting and important problem. This approach opens the way
to influence the genetic information without chemical changes of the c-gene
hardware, changing only the set of all its possible CRs by, for example, exci-
tations of electronic, vibrotational or nuclear spin states. Thus, the genetic
engineering as well as the medical treatment of cancer and diseases provok-
ing by microbes and viruses can use such ”light” changes of c-genes (even
temporary) instead "heavy” changes (i.e. of its chemical structure). Notice
that among such light changes is the change or destroy of the order of the c-
gene hardware without a change of its chemical structure. According to the
CR definition the destroy of the c-gene hardware order means the killing of
the c-gene (but not the gene because the information written by genetic code
remains unaffected), if its hardware is not a NNW, or the drastic decrease
of the gene ability for the information processing, if its hardware is a NNW.
It is important that in the framework of the proposed theory (Chs. 1-4) the
net can process the information by use of ACRs as elementary information
processors, even if the net itself is not a NNW. In other words, an ordered
set such that its elements are connected with each other may process infor-
mation as NNW, if there are a) relations allowing the construction of CRs,
b) excitations propagating through the net and c¢) transformation of CRs
into ACRs by these excitations. It expands the field of possible use of the
proposed theory and perhaps is especially important for its applications to
ordered sets of chemical groups contained in DNA even when some of them
are not NNWs. Then c-genes are identified each with such net of chemical
groups contained in a DNA molecule + the set of all CRs that is possible to
construct in this net.
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Chapter 8

APPENDICES

8.1 APPENDIX 1.
CRs AND ACRs IN NNWs

Let us consider a NNW consisting of a finite number of units. Order this
assembly A’ of units. Then define that this set is the source set, i. e., that

A Ag. Consider two subsets of this source set b C Ag and b’ C Ag such
that they would have common units, i. e., b(\b' # 0. Possibly it would be
enough to demand that in the case when the intersection is empty, at least
one unit of b must exist that is connected by interunits’ connections with
at least one unit of &’. However, here we shall limit ourselves with the first,
more limiting demand not to complicate our consideration.

Now define a relation

b
Cay AR
on the subset b and a relation

(@ ool
on the set b'. They can be relations between individual units as well as
between assemblies of them. Some simple examples of relations between
NNW'’s units and their assemblies are contained in APPENDIX 2. It is
important that in a pure mathematical consideration, e. g., at a modeling
of a NNW by a computer program, we can define interunits connections,
properties of units etc. by our will and to use them to create relations,
while in the case of a real NNW all this is given by its construction. For a
NNW the condition (1.3) means that there is one and only one unit which
belongs to the both relations written above. It remains correct also in the
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intersection of b and b’ where each unit belongs to both subsets b and b, but
only one unit can belong to the both relations. To understand better the
described situation it is useful to picture it in the case of 1-D NNW.

The definition (1.1) of the simplest CR in the case of a NNW means
that this CR is the assembly of all pairs of units forming the both relations.
One way to define the probability P(J2) as well as P(J,), is to calculate
the number of units’ configurations included in the right hand side of the
Eqn. (1.1) and to divide it to the integral number of possible configurations
of units. The result will be the considered probability that we shall call
PROPER PROBABILITY.

Let us consider a simple example. Let n be the number of units of the
considered NNW, n, 3 be the number of units in an J-th-order CR of a
certain type p (the number of units may be different in CRs of the same
order, but different types), N, be the number of all possible combinations
of n, g units forming the considered CR, and M, 3 be the number of all
possible combinations of n,j units, but without the condition that they
form the considered CR. Then the proper probability of the considered CR
is as follows:

ngy  Nyg
P,y=f x KA Al-1
w,J Mu,J ( )

The fact that N, 3 is calculated under the condition that each combination
forms the considered CR is very important: relations are based on physical,
chemical a.o. natural properties of an NNW (or the brain), as it was ex-
plained above and demonstrated in APPENDIX 2, therefore this condition
introduces these properties to the proposed theory.

Now it is clear how this procedure of CRs’ construction can be continued
in the case of a NNW (¢f. Ch. 1). Notice that in the case of a NNW we
have naturally begun from the source set Ag because it is given by the
NNW construction, while in §4.2 we have begun from any ordered set A
that includes the source one, but may not coincide with it, i.e. A D Ag.
To understand how the transformation of a CR to an ACR occurs, let us
consider a NNW consisting of units having only two possible states 0 and 1
each. If an excitation (created, for example, by electric pulses) propagates
through the net, it is possible that during a certain time interval all units
forming a relation will be in state 1. Then one can say that the considered
relation is realized during this time interval. It must be emphasized that a
relation is realized, iff all units forming it are excited. This time interval
labels the considered excited relation, or, in other words, the relation is
mapped to this time interval. Now one can speak on two states of a relation,
i.e., on two states of an assembly of NNW’s units forming this relation. One
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state is not excited (ground state) and one state is excited.

In the continuation of the excitation propagation it may excite another
relation having one common unit with the first one. There are two options:
1)during the time necessary to excite all units forming the second relation
the first relation remains in its excited state, and 2) during this time at least
one unit of the first relation transits to the state 0, which means that the
first relation transits to its ground state. The probabilities of the realization
of the first and second options determined by the velocity of the excitation
propagation and time-of-life of the unit excited state. This means that the
described combination of two relations (a first-order CR) has 4 possible
states: both relations are not excited, both relations are excited, the first
relation is excited while the second one is in its ground state, and the first
relation is in its ground state while the second one is excited.

These states are revealed only at the realization of a CR and, therefore,
really they are the states of an ACR. Principally it is possible that the
second relation will be excited not as a result of the excitation propagation
throughout the first relation and its transfer to the second relation, but
independently, e.g., because another excitation propagation through the net
that accidentally excited the second relation after the first excitation has
passed through the first relation. In such cases when the excitation of the
second relation is not a consequence of the first relation excitation, the
process is not the realization (transformation into an ACR) of a 2nd-order
CR. To be transformed into a 2nd-order ACR a 2nd-order CR. is labeled by
the time-interval of the excitation propagation throughout its two relations,
no matter at what states will be the relations after this. The generalization
of this picture to n-th-order thoughts (ACRs) is trivial.

The proper probability of an ACR state can be calculated by multi-
plication of the proper probability P, 3 of the corresponding CR to the
probability of each relation to be in the excited or ground state during the
corresponding time-interval at the realization of this CR by an excitation
propagation.

This calculation is based on physical properties of the considered NNW.
A unit (neuron) in the excited state may transfer its excitation to one of
other units, no matter whether it is included to the considered CR or not
(neuron ”does not know” on the existence of CRs). It may be also de-excited
by, for example, a radiative or radiationless transition. To each such elemen-
tary process corresponds its probability determined by physical properties
of the considered NNW, i.e., its units, interunit connections and the NNW
structure. Therefore, the excitation propagation through the NNW, in par-
ticular, through a CR , is of probabilistic character and can be described, for
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example, as random walks. The said means that in the proposed theory the
neural activity (change of neuron state, excitation transfer between neurons,
de-excitation of neuron) is the physical basis of the CR’s realization, i.e., of
the thinking.

If each relation has two states, the n-th-order ACR has 2n states. If to
assume that they have equal probabilities of realization, the probability of
each of them to be realized is equal to (2n) '. This probability must be
multiplied to the proper probability of the considered CR. If one of these
states is realized by the excitation propagation throughout the considered
CR, its probability becomes equal to 1 multiplied to the proper probabil-
ity of this CR. The amount of corresponding (proper) information can be
calculated from these two probabilities as usually.

This very simple example demonstrates how the proper information car-
ried by an ACR can be calculated. However, it must remember that the
most important information carried by an ACR is not the proper one, but
contained in transitions from each relation to the next one during the exci-
tation propagation through a CR .

8.2 APPENDIX 2.
CRs IN NNWs. EXAMPLES

Let us consider a simple example of a 1-D NNW consisting of 4 ”on-off”
units ordered from left to right by use of interunits connections as described
above. Notice that this example is used only to demonstrate how CRs could
be constructed and how the source set could be expanded. 4 units is a too
small number, because,as it will be seen, each two CRs contain common units
that make their realization (i.e. their transformation to the corresponding
ACRs) impossible, according to what is said in the connection with thoughts
collisions. Let the following relations exist between units:

(1] p1]2) =n(V1—Va), (A2-2)

Bl p2[4) =nVs—Va), (A2-3)

(1] p3]2) =n(Va—W1), (A2-4)

(3| ps|4) =n(Va—V3), (A2-5)
(12]p5]34)=n(Vi +Vo—V3— V), (A2-6)
(12]ps|34)=n(Vs+Vsi—V1—Vp), etc, (A2-7)
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where

n(z) =0atz <0 (A2-8)
n(z) =1latxz >0 (A2-9)

is the Heavyside function and V; is the potential on unit 7. It is clear
that other kinds of relations are possible. The 2nd - order CR consists
of two relations, therefore only the first 4 relations can be used to construct
CRs.There are CRs that can be built from them: Jg?%g = (1010),Jg274 =

(1001), 35} , = (0110), 35} , = (0101), and the set AM) is as follows: A1) =
{1,2,3,4,(1010), (1001), (0110), (0101)}. In this example we have supposed
that the CRs J g’)i)’k are ordered according to their numbers by use relations,
as it was described above. Now the relations ps and pg can be used to
construct the second-order CRs such as Jgg,i = (1110(1010)(1001)) etc.. It
is to be reminded that each bracket inside the outer ones of this expression
represents ONE element of A()). Tn this example the relation between (1010)
and (1001) is as follows:

((1010) | p7 [ (1001)) = (V1 + V5 — Vo — V). (A2-10)

This is only an example. Some other CRs can be constructed from elements
of the set AWM if there is necessary relations. We shall limit ourselves with
one example of the third-order CR

3§ 5 - = 1010 (1010) (1001)), (A2-11)
which can be written also as follows:

I =Y 12U 1 e | 41010 | o | (1001)).  (A2-12)

The 4 ”on-off” neurons of the considered NNW have 8 possible states.
Each CR like J 2%,7 adds 2 possible states, each CR like J :(32,2,7 adds 6 pos-
sible states etc. Thus, we can see how the number of possible states of the
NNW and therefore its computational capacity increases without change
of the number of neurons. But there is one more cause of the increase of
the NNW capacity for the information processing related, first of all, to its
qualitative aspect. High - order thoughts (ACRs) may contain very sophis-
ticated information, e.g. scientific statements, and because of this they are
very important, even if the amount of this information is relatively small in
comparison with the one carried by shorter and simplest thoughts. Notice
that really a NNW consisting of a small number of units cannot produce

107



long ACRs in view of what is written above in connection with ACRs col-
lisions: if there is only a small number of units, two high-order CRs must
have more than one common unit, and the corresponding ACRs cannot be
realized. The case of 10-units NNW is a little bit better than the considered
one of 4-units NNW. Let the following relations between units exist:

(@] pi+1 [ 1+ 1) =n(Vi — Vig), (A2-13)
(i ] prir i+ 1) =n(Vigr — Vi) (A2-14)
Of course, other relations are possible.
Define:

0

30 50 =1 o121 2B | psa | 4), (A2-15)
0

I 6irs = 5156 | )T | prs | 8). (A2-16)

The ACRs corresponding to these two CRs never collide because the CRs
have no common unit. But one can define another CR:

IO 56 = @] pas |56 | por | 7)- (A2-17)

The ACRs corresponding to J g?g,ﬁ;m and J g?i,5;6,7 may collide because they

have a common unit 5.
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