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Abstract. The goals of Design Rationale Capture (DRC)
are improving design quality and reducing design time. These
general goals have led to the design of many DRC techniques
originating from research in various design and other related
disciplines. However, little evidence about attaining these
goals or about their usability or utility in practice has been
demonstrated. To improve this situation, we use QFD tools
to design a new DRC technique. QFD can be used to
transform general needs into working products; its practical
utility in improving design quality and reducing overall
design time are widely recognised. In the course of using
QFD, significant design knowledge is generated and
recorded. Consequently, we picked QFD as a candidate DRC
technique, and used QFD itself to improve its DRC proper-
ties. The utility of QFD as a DRC tool is illustrated by
using it to capture the rationale underlying its own design.

Keywords. Collaborative design; Communication;
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1. Introduction

Design Rationale(DR) is a record of the reasoning
process and information that underlie a particular
artifact design. DR may include various design
decision, issues, alternative choices, the arguments
for or against different choices, their evaluations
and assumptions, as well as additional relevant infor-
mation. The premises underlying DR research have
been thatDR is useful and usable for designers,
and that in capturing it, design quality could be
improved and its duration shortened [1]. More
specifically, DR researchers have become convinced
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that the availability of DR can assist designers in
future design scenarios, and even contributewithin
a long-term project whose DR is continuously
recorded. The proponents of DR suggested that DR
can assist in the following design activities [1–3]:

A1: Structuring design problems or spaces.
A2: Performing various computational services

such as: the maintenance of design consist-
ency or design verification.

A3: Communicating reasoning and perspectives
to others.

A4: Documenting design.
A5: Creating and accumulating design knowl-

edge.
A6: Debugging, modifying, redesigning or main-

taining designs.
A7: Critically reflecting during design.

Through these activities, and others, designers would
be able to answerhow, why, by whomand when a
particular artifact was designed to satisfy its goals.
They might be able to ask various ‘what if . . .?’
questions, and use previously captured rationales to
short-cut the development process of new artifacts
and improve their quality. To materialise this poten-
tial, DR research has explored a range of techniques
between two extremes:

E1: DRC for use primarily by computer pro-
grams.

E2: DRC for use primarily by human users.

The first extreme involves creating formal languages
that can be manipulated by computer programs.
However, these approaches are restricted to well
understood design problems. Therefore, most DR
research has concentrated on the second extreme. It
involves creating semi-formal (structured) languages
that users can use to record various kinds of infor-
mation related to design work, and that other users
can read, interpret and reuse. These languages are
sometimes called argumentative DR.
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Upon examining the DR literature, we find little
evidence to support the aforementioned premises
about the usefulness and usability of DRC [1]. This
observation triggers a systematic analysis that ties
the aspirations of DRC to the design of existing
DRC techniques, and leads to the design of
improved, useful and usable DRC techniques. These
analysis and design tasks can be supported well by
Quality Function Deployment (QFD).

QFD tools emerged from Japanese design practice
as means to integrate customer requirements and
other lifecycle concerns into product design for
improving its quality [4,5]. The popularity and prac-
tical success of QFD is detailed in many recent
publications [5–8]. To use QFD in these analysis
and design tasks, we treat designers as the customers
of DRC techniques, and the product of interest as
a DRC technique. The application procedure
involves an analysis of existing DRC techniques
which, in turn, produces a record of the issues
underlying DRC tool design. The proven practical
success of QFD tools and their ability to capture
rationale make them attractive candidate DRC tech-
niques. We will discover that QFD tools provide
solid baseline on which improved DRC techniques
can be developed.

The remainder of this paper is organised as fol-
lows. Section 2 briefly reviews research on argumen-
tative DR. Section 3 describes the use of QFD tools
in analysis and design tasks in general, and in the
design of a DRC technique specifically. The out-
come of this section is a proposal for a DRC
technique based on QFD and its underlying ration-
ale. Section 4 demonstrates the reuse of DR captured
by QFD tools in diverse ways including improving
design quality and supporting new design situations.
Section 5 concludes the paper.

2. Review of Argumentative DR
Research

The central focus of DR research has been the
development of mechanisms for recording design
arguments. This was motivated by Toulmin’s
research on argument representation in the form of
justifications [9]. However, Toulmin’s approach is
inappropriate for expressing many arguments related
to design [3]: it is too general; its template can
easily confuse users, leading them to argue about
the template roles and not the relevant design issues;
and it causes DR object types to be context depen-
dent.

Another motivation and a source of inspiration

for argumentative DR research has been the work
on IBIS (Issue Based Information System) [10], and
the development of computer tools that support the
generation of IBIS-like models such as gIBIS [11].
As shown in Fig. 1, graphical IBIS models look
like graphs of nodes and links, where nodes can be
issues, positions, argumentsandresolution, and links
include support, questions, replaces, generalisesand
their opposites. Again, the ability of IBIS or gIBIS
to represent DR is limited [3].

There have been many extensions to IBIS models
for addressing various issues that developers saw as
critical. One example, PHI, improved the model of
the argumentation process by changing the meaning
of what constitutes an issue and allowing to build
hierarchies of issues [12]; nevertheless, PHI still,
has many limitations [3,13]. Another extension to
IBIS, Potts’ and Bruns’ [14] model shown in Fig.
2, included explicit representations of the artifact
and design steps.

The motivation behind incorporating explicit rep-
resentations of the artifact being designed into DR
languages is that it would: (1) reduce the docu-
mentation time (since it captures what engineers do
when they do it); (2) improve documentation quality
(e.g. in ADD [15]); (3) focus the argumentation
system on issues relevant to the design (e.g. in
JANUS [13]); (4) provide better support for com-
munication (e.g. in REMAP [16]); and (5) reduce
negotiation time (e.g. in XNetwork [17]).

The motivation behind incorporating represen-

Fig. 1. A variant of gIBIS notation.

Fig. 2. Potts and Bruns notation.
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tations of design processes into DR languages is
that it would reduce the cognitive load of users,
and would allow for capturing the temporal and
causal dependencies between design decisions, con-
straints and the artifact evolving state. In particular,
when the DR language is embedded within a process
model developed after an empirical study of a parti-
cular task such as the REMAP model, there might
be better chances to succeed in using the tool in
practice. Beside REMAP, Potts and Bruns model,
as well as JANUS, ADD and XNetwork integrate a
process model with the use or capture of DR. The
incorporation of a specific process model into the
DR and using it to assist design is a need that
raises an issue which needs to be addressed by any
DRC technique (the issues are numbered in the
order they appear in the text):

I1: How should a process model be incorporated
in a DRC technique?

DR languages are usually perceived as fixed formal-
isms. However, Potts and Bruns argued that a DRC
technique should be capable of been tailored to suite
its intended domain. Such tailoring has the effect
of reducing the cognitive gap between designer
thoughts, domain requirements, and the formalism.
In particular cases, such as inmSIBYL [18], JANUS
or ADD, such tailoring with the addition of domain
knowledge, improved the kinds of computational
services that could be made available. Providing
computational support for, and management of such
tailoring activities is not trivial, although two sys-
tems, KMap [19] and more so,n-dim [20,21]
address this issue which we define as:

I2: How do we design DRC techniques that support
flexible formalisms?

IBIS, gIBIS, Potts and Bruns and several other
argumentation notations are meant to be usedwhile
designing. Another approach, called QOC [22,23]
(see Figs 3(a) and (b)), was developed to be used
in retrospect, not for recording the design process,
but for recording thestructure of the design space.
The idea underlying QOC is that spending additional
recording effort provides broader context for future
decision making even if some process details are

Fig. 3. QOC notation.

lost. Similar to previous approaches, QOC has its
own limitations [3].

There have been other approaches that integrated
design process and design space information. SIBYL
employs a representation language called DRL that
implements extensions to gIBIS and some concepts
from QOC. DRL supports several computational
services on DR including [24]: (1) dependency man-
agement (between interdependent DR components);
(2) plausibility management (by maintaining depen-
dency between claims); (3) viewpoint management
(using the dependency between DR components
sharing certain assumptions); and (4) precedence
management (by detecting dependency between
decision sharing the same goals). SIBYL compu-
tational services are based on adding meaning to
the roles of parts of the DRL language. These
additions increase DRL’s expressiveness, but make
its use harder for humans.

Finally, there have been studies that sought to
integrate the two extreme DR research approaches
mentioned before, by focusing on formal languages,
such as DRCS [25], that can be used by humans and
software tools. DRCS was intended to be generic for
design tasks, as opposed to languages specific to
particular design tasks such as JANUS or REMAP,
or approaches that are not directed solely at design
such as gIBIS. However, DRCS is very elaborate,
thus could become cumbersome to use.

Summaries of additional argumentative (and other
types of) DRC techniques can be found elsewhere
[1,3]. These summaries refer to techniques originated
in design research, and some from other disciplines
such as collaborative writing and student teaching.
Lists of issues relevant to DRC techniques also
appear elsewhere [26]. Most often, these issues are
generated following analyses of needs from such
systems, as well as analyses of existing tools. These
sources should be consulted when developing new
techniques.

None of the systems mentioned in this section,
as well as others published to-date, have enjoyed
practical success. Moreover, Ullman’s [26] 13th
issue is about the testing of DRC systems, and
whether they could be assessed without building
them. We take a position on this issue and interpret
practical success and its assessment not as a proof
of concept in experimental research setting [27,28]
but as a wide acceptance in, and use by, industry.
(More on the issue of research and practice can be
found elsewhere [29]). Consequently, we set our
general task to improve upon this situation, and
develop a method with better potential of being
practically successful.
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Unfortunately, the description in this section is
too general to serve as a basis for appreciating the
issues involved in DRC, their interdependencies, and
relative importance. It is, however, representative of
the kind of textual analysis that can be found in
the DR literature. To better analyse DRC techniques
and provide sufficient ground for designing new
techniques, we employ tools from a branch of qual-
ity product design called quality function deploy-
ment. Using these tools, we collect additional design
issues and address them.

3. Designing with QFD Tools

QFD is a constantly evolving set of tools aimed
at improving product design quality. While some
associate QFD with the House of Quality tool, it is
indeed much more comprehensive. Different per-
spectives include in QFD the HoQ, the seven new
management tools [30], Pugh’s concept selection
technique [31], and many other tools. This evolution
can be appreciated by studying the published papers,
and those presented at the annual symposiums on
quality function deployment [8].

QFD tools are used to elicit information from
various sources, including customers, engineers and
past product performance, and organise them in
various ways so that they can be reused for planning
and design. QFD tools represent information in sim-
ple graphical models that are easy to comprehend.
There are several stages involved in using QFD. In
the information acquisitionstage, the literature is
reviewed and a conceptual model of the domain is
generated with several QFD tools. As design pro-
gresses, the focus shifts toinformation management,
and finally, toinformation use. Information accumu-
lation and communicationis done by saving QFD
diagrams in easily accessible repositories. This sec-
tion reviews QFD tools, and discusses their appli-
cation in design information acquisition, manage-
ment and use.

3.1. Seven Management Tools

The seven management tools were developed in the
1970s as means to improve design quality; they
include [30]:

T1: KJ method (affinity diagram), which is a
brainstorming tool, clarifies important concepts by
collecting and organising diverse verbal data (e.g.
ideas, concepts, issues, opinions, etc.) into groups.
Its results can serve as common terminology to

be used by project participants, thereby improving
the future communication of design information.
Future designers would be able to better under-
stand the meaning of terms by tracing the ways
in which terms were proposed, grouped and con-
structed. Affinity diagrams provide the basis for
supporting activities A3 and A5.

We did not use affinity diagrams in the design
of DRC techniques, mainly because they are best
suited for group design, while the present design
was conducted by one person. We used the other
tools which are useful for single as well as
group design.

T2: (Inter) Relation diagramclarifies the logical
relationships between concepts related to an arti-
fact. For example, it can record issues, alterna-
tives, criteria for selecting them, other DR infor-
mation, as well as other concepts that are seldom
or never captured in DR languages.

We have used relation diagrams to record con-
cepts related to DR while studying the DR litera-
ture. Figures 4–6 record each concepts and

Fig. 4. Relation diagram: DR issues, mainly from Conklin and
Yakemovic [2].

Fig. 5. Relation diagram: DR issues from Buckingham Shum and
Hammond [1].
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Fig. 6. Relation diagram: DR issues from Lee and Lai [3].

relationships about DRC from a single reference.
The diagrams were created while analysing the
text. They are quite overloaded because they each
summarise several separate diagrams. Also, their
reading is made harder since the printed version
is black and white. While examining the diagrams
that have emerged, we observed issues related to
argumentative DR languages and labelled them
on the diagrams with Ii, wherei denotes the issue
number. The issues are:

I3: How is the meaning of terms such as
usability or payoff captured for future
users? This is a critical issue. Some of
the terms in the figures are not trivial
to understand, and their interpretation is
subjective given the little contextual infor-
mation in the figures. Improving the captur-
ing of meaning involves using the affinity
diagram in the first stage as well as provid-
ing links from the diagrams to the source
material.

I4: How do we know whether two terms with
the same label extracted from different DR
studies mean the same? The solution of
this issue depends on the solution of issue
I3.

I5: How could statements about, or references
to, links be represented?

I6: How could complex relations between
complex sub-diagrams and a conclusion
originating from them be represented?

I7: How could complex relational arguments
be structured?

I8: How are diagrams detailing similar issues
recognised to be similar (e.g. the clusters
of concepts around the utility-usability and
cost-payoff trade-offs)?

There is another critical issue that arises from the

flexibility of relation diagrams. Clearly, they can
record any structured information. Hence, their
effectiveness depends on judicious use based on
experience and discipline. Supporting the accumu-
lation of such experience is an important issue
which is handled by addressing issueI2. The
effectiveness of relation diagrams (and other tools)
can be enhanced by developing mechanisms for
detecting contradictions or other flaws in relation
diagram models, leading to the following issue:

I9: Which mechanisms could be developed for
detecting contradictions or other flaws in
relation diagrams?

Relation diagrams are quite informal, a good pro-
perty for the initial stages of problem understand-
ing or information acquisition. Subsequently, their
data can be further structured in other QFD tools.
Figure 7 shows an intermediate diagram created
from several DR studies in order to understand
the incorporation of artifact representation into
argumentative DR languages.

In summary, relation diagrams mainly support
activities A1, A3, A5 and A7.

T3: Tree (systematic) diagramis used to decom-
pose a concept into its contributing factors; for
example, the concept might be a problem or a
plan, and the factors might be solution steps
or components, respectively. When analysing and
organising data recorded in relation diagrams, tree
diagrams of goals, issues, alternatives, criteria,
assumptions, tasks and other DR aspects may
emerge as shown in Figs 8 and 9.

Figure 8 records the influence of the seven
design activities mentioned in the introduction on
information quality or product quality, and on

Fig. 7. Relation diagram: Integrating DR with artifact represen-
tation.
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design duration through three mediating factors
that characterise different design stages. The
influences are qualitative. Subsequently, some of
the relationships in this and other diagrams are
exported to other QFD tools, where they are given
additional qualitative and quantitative interpret-
ations.

Tree diagrams can support simple compu-
tational services to answer questions such as ‘is
the top goal satisfied?’ For example, if all the
four prerequisites to achieving product quality in
Fig. 9 are met, the termachieving product quality
could be flagged as satisfied.

The use of tree diagrams in different domains
might lead to evolving different languages with
different typed terms and relations. It would be
highly beneficial for users to have a facility that
allows for easily evolving such languages. Design-
ing such a facility was referred to before as issue
I2.

Tree diagrams can support activities A1, A2,
A3, A4, A5 and A7.

T4: Matrix diagram clarifies the relationships
between different facets of an artifact such as
functions, tasks or requirements, and identifies
their relative importance. There are several types
of matrices, depending on the number of facets
that are used. An L-shaped matrix involves two
facets; a C-shaped matrix involves three facets in
a 3D space, and is therefore hard to conceptualise
or construct on a piece of paper; and an X-shaped
matrix involves four facets. Two important types
of matrix techniques are the HoQ and Pugh’s

Fig. 8. Tree diagram: Contributions to information and design
quality.

Fig. 9. Tree diagram: Prerequisites to achieving product quality.

concept selection. They are further explained in
Sections 3.2 and 3.4, respectively.

Matrix diagrams can express the relations
between several DR components. To illustrate,
alternatives, criteria and arguments can become
the three axes of a 3D matrix such that eachijk
cell in the matrix contains the evaluation of the
ith alternative with respect to thejth criteria, due
to the kth argument. However, 3D matrices are
not easy to manipulate with paper methods.
Therefore, another issue is:

I10: How can we provide usable support for
manipulating and visualizing 3D matrix
data?

Moreover, we may wish to enter evaluations that
are more complex than numbers. This leads to
the next issue:

I11: How can we support evaluations that are
more complex than numbers?

Matrix diagrams support all the seven design
activities.

T5: Matrix data analysisinclude techniques that
provide a compact perspective of the data in
matrix diagrams. The techniques include: dis-
playing matrix diagram data in a graphical form,
most often generated by principal components
analysis or clustering; executing statistical
methods; or performing any other computation
that can be defined on matrix data. As a result
of these analyses, interesting and occasionally
surprising or insightful concepts and relations can
emerge and assist in critical reflection. These
concepts can occasionally be considered as new
domain knowledge. Thus, matrix data analysis
supports activities A2, A5 and A7.

For the sake of completeness we describe the two
remaining tools, and return to describing the use of
the HoQ, Pugh concept selection, and matrix data
analysis in the present design, in the next section:

T6: Process Decision Program Chart (PDPC)is
used to uncover and display all the events
(expected or undesired) that might happen when
implementing a plan. Events are listed with their
possible outcomes and possible counter-measures
if required. This tool can borrow input from a
tree diagram that details plans and proceed with
the use of Failure Mode and Effect Analysis
(FMEA). The use of PDPC forces designers to
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critically reflect upon their design, locate possible
weaknesses, and identify remedies that may
require redesign. PDPC serves as a record of
the reasons underlying such redesign. In addition,
PDPC expands the design space developed using
other tools.

PDPC supports activities A1, A3, A4, A6 and
A7.

T7: Arrow diagram is used to schedule or select
the most appropriate plan. It is similar to a Gantt
chart, and can be used for critical path analysis
and for other project planning purposes. An arrow
diagram records the reasons for selecting a parti-
cular implementation procedure. It can be used to
answer questions such as: ‘what will be the result
if we select plan X instead of Y?’

The arrow diagram supports activities A2, A3
and A7.

Thus far, the focus of designing the new DRC
technique has centred around information acquisition
and its organisation. This is the basis of pursuing
design with the more complex tools.

3.2. The House of Quality

The HoQ is a central QFD tool. Its use involves
several steps, each of which is associated with filling
a room in the house (rooms are marked by Si in
Figs 10 and 11); for further details on using the
HoQ consult Akao [4], Clausing [6] and King [5]:

S1: Extracting customers’ voice.This step extracts
users needs or requirements of the design. The
needs can be design issues or goals, a product
structure, or other items that need to be attained
or implemented.

The needs in Fig. 10 were formulated from DR
research and empirical studies of design studied
through the use of the relation and tree diagrams
discussed before:

N1: Reduce design time
N2: Improve product quality
N3: Prevent loss of expertise (retirement,

early leave)
N4: Improve communication with customers
N5: Support company growth
N6: Be inexpensive

S2: Performing competitive analysis of designs
with respect to customers’ voice. This step rates
different designs with respect to the requirements

extracted in the first step; it is similar to using a
QOC matrix (Fig. 3(b)).

In Fig. 10, Step S2 records a comparison
between existing DRC techniques. Note that, for
the purpose of using the HoQ, the evaluation of
the different techniques need not be precise or
perfectly accurate. Imprecision may be introduced,
since each technique is evaluated separately, and
not necessarily compared to other techniques.
Repertory grid tools such as KSSO [32], as well
as various matrix data analyses techniques, can
assist in or provide feedback on this process. This
topic is elaborated further in Section 3.3.

An important product of this room is the nor-
malised weight of customer requirements calcu-
lated as follows:

ri 5 ti/ci (1)

wi 5 risiii (2)

wni 5 wi/ON
i

wi (3)

where ci is the evaluation of the baseline design
with respect to theith customer requirement,ti is
the target value of this requirement, set by the
designer (or design team);ii is the importance of
this requirement, set by customers; andsi is an
evaluation of the ‘selling power’ of this require-
ment, set by designers. In Fig. 10, QFD was
selected as the baseline design, and the most
important customer requirements turned out to
be improving design quality, preventing loss of
expertiseand reducing design time.

S3: Expressing the engineer’s voice. This step
involves defining product attributes or technical
terms that contribute to satisfying customers’
requirements. These attributes can be positions
about how to address issues as in IBIS, or even
options that address questions as in QOC.

Figure 10 depicts the attributes imported from
the tree diagram in Fig. 9.

S4: Uncovering correlations.This step identifies
the contribution of the technical terms towards
satisfying customers’ requirements. The corre-
lations can record the ‘strength of contribution’
of positions to addressing issues which is more
expressive than the corresponding binary relation
possible in IBIS-like languages (i.e. supports and
objects-to). Also, the correlations can represent
the strength of optional answers which is similar
to the relations in QOC.

It is required that no line in room 4 remains
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Fig. 10. HoQ: mapping DR requirements to DR tasks.

empty, making the customer requirement on that
line unattainable. Equally, it is not best if the
matrix is full, thus displaying too many interde-
pendencies between the technical terms (i.e. the
design is highly coupled [33]). Some of the entries
in Fig. 10 were previously detailed qualitatively
in relation or tree diagrams (e.g. in Fig. 8). When
they were quantified, some obtained high scores
and others were eliminated. Also, the last line of
room 4 contains negative values, which are not
permitted in regular HoQs but are introduced here.

S5: Performing technical comparison and calcu-
lating scores.This step evaluates existing designs
according to the technical terms and calculates the
normalised score of the technical terms as follows:

tij 5 ON
i

wnihij (4)

tinj 5 tij/OM
j

tij (5)

wherehij is the influence of thejth technical term
on attaining theith customer requirement.

In Fig. 10, the technical comparison constitutes
a multi-criteria evaluation of the DRC techniques
we compared in Step S2. We used KSSO to assist
us in this comparison (see Section 3.3). The most
important technical terms for achieving the
requirements of DRC techniques are thecommuni-
cation of reasoning and the accumulation of
knowledge.

We note that, thus far, there have been three
independent evaluations in rooms 2, 4 and 5, but
they are really related. For example, I9 in Fig.
10 points to evaluations that seem mismatched.
If communication of reasoningstrongly influences
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Fig. 11. HoQ: mapping DR tasks to project planning issues from Buckingham Shum [35].

communication with customers(Room 4) and
gIBIS is rated average oncommunication of
reasoning(3 in Room 5), how can it be rated poor
on communication with customers(1 in Room 2)?
This can be highlighted to the designer, who can
reflect and argue that communication of reasoning
is between two designers, which is different than
communication between customers and designers.
Hence, those three ratings are not contradictory
and, in fact, may trigger refining the list of techni-
cal terms in room 3. This analysis can be done
at any stage to check the compatibility between
the content of rooms 2, 4 and 5.

S6: Uncovering trade-offs.This step identifies the
trade-offs between the technical terms. These
trade-offs can be relational statements between
positions, which are more expressive than what
tools such as gIBIS support. For example,com-
munication of reasoningis positively correlated
with critical reflection. The uncovering of trade-
offs can be assisted by matrix analysis techniques
(see Section 3.3).

S7: Defining product goals.The normalised scores
of the technical terms and the trade-offs in room

6 determine the goals of the design in terms of
target values of the technical terms. A technical
term that receives high score should be improved.
The amount of improvement depends on the dif-
ficulty of improvement and the trade-offs with
other terms. We are developing a method to
optimise the resource allocation for attaining the
products goals [34].

In Fig. 10, the target goals provide the focus
of subsequent design activities aimed at improving
the ability of QFD to capture DR. From the HoQ,
the focus should be on improving the capability
of QFD to communicate reasoning, and to
accumulate knowledge (as reflected by the nor-
malized scores 0.28 of these capabilities). None
of the other technical terms is targeted for
improvement.

Figure 10 shows the translation from the general
needs of DRC techniques to activities needed to
support DRC. These activities are not users’ needs,
but researchers’ perception of what facilities or
activities must be supported to address the general
needs. During the use of the HoQ, matrix data
analyses can be applied, they are discussed in the
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next section. The use of the HoQ is often a cascad-
ing process, where goals from one house serve as
the requirements of another [4]. Figure 11 shows a
HoQ created to translate the target goals of the
technical activities that a DRC tool should have
from Fig. 10 into general project planning issues
discussed by Buckingham Shum [35]. The process
of using this HoQ is similar to the previous HoQ,
except that the target values and normalised weights
of the requirements are taken from the previous
HoQ. The target goals in Fig. 11 reveal thatorganis-
ational factors and cultural factors are the key
contributors to DRC, while theuser and notation
factors are secondary. This is an interesting, albeit
not a surprising, result.

3.3. Matrix Data Analysis

We use analysis tools available in KSSO, a reper-
tory-grid knowledge acquisition tool [32], to analyse
the data in Fig. 10. Repertory grid methods have
been studied extensively [36]. These methods sup-
port the elicitation of important properties, whether
desired or available, that DRC tools and methods
should have. Therefore, they could serve as a means
to establish the content of rooms S1 and S3 of the
HoQ [37]. In addition, these methods can support
an analysis of rooms 2 and 5 if the customer
requirements and technical terms are considered as
the attributes describing DRC techniques.

In this example, we only demonstrate the clus-
tering (FOCUS) and the principal component analy-
sis (PrinCom) that are available in KSS0. (We could
have equally used similar methods in statistical
packages.) The FOCUS results are shown in Fig.
12. Similar DRC techniques or attributes are grouped
together. The grouping of the DRC techniques seems
reasonable. The grouping of the attributes is less
obvious. Insight from it can lead to uncovering
correlations between technical terms and customer
requirements. For example,design documentation
correlates withprevent loss of expertise, andcritical
reflection correlates withimproved product quality.
These correlations can enhance our understanding
of the domain, be captured in a relation diagram,
or serve as input to refine room 4 entries. Upon
inspection, the correlations from FOCUS appear in
room 4 as strong or medium influences.

Another way to derive correlations is through the
use of principal component analysis. Table 1 pro-
vides the correlations between the attributes calcu-
lated by PrinCom. The upper right part of the table
reflects the correlations between the technical terms

and the customer requirements, thus corresponds to
room 4. The lower right part reflects the correlations
within the technical terms, thus corresponds to room
6. Some correlations are rather different from those
recorded in rooms 4 and 6 of the HoQ in Fig. 10,
leading to examination and reflection. One exercise
involves using the table values in the house for
calculating the resulting normalised scores of the
DR activities and the project planning issues. To do
this, the correlations in the table were discretised
according to Table 2. The discretised score is
reflected by the number of overlines on entries in
Table 1.

Note that, in the calculations, we are using
discretised scores, although we could have used the
raw correlation data. We are more interested in the
qualitative influences than in precise magnitudes,
which may not reveal much, and are the product of
little data (i.e. 8 techniques described by 13
attributes). We can also conduct this exercise with
different discretisation ranges, thus we are not con-
cerned with their arbitrariness. When using the new
correlations, the resulting scores of the technical
terms are: (0.05, 0.07, 0.07, 0.13, 0.18, 0.21, 0.19),
significantly different from previous results. In parti-
cular, the importance ofcomputational services,
critical reflection and debuggingincreased, and the
importance of communication of reasoning
decreased. The new scores of the project planning
issues are: (0.20, 0.18, 0.14, 0.10, 0.19, 0.19), which
are quite similar to previous scores, except for the
importance of technology, which was increased in
response to the increased importance ofcompu-
tational services.

Two interesting differences in the two sets of
correlations are marked byI9 and I99 in Fig. 10.
We have pointed out that these correlations are in
contradiction with the two other independent ratings
in rooms 2 and 5, as shown in the figure. In contrast,
the correlations according to Table 1 are weak for
I9 and none forI99. Upon inspection, and as already
mentioned before, the strong correlations are prob-
ably too strong: the fact that reasoning is communi-
cated and knowledge is accumulated does not neces-
sary lead to improving communication with
customers or supporting company growth. These
requirements also depend on other organisational
and cultural factors.

Before proceeding in the use of other QFD tools,
the correlations and other entries can be modified
to reflect new insight about the domain. For the
sake of simplicity, we continue with the existing
normalized scores of the DR activities in the HoQ
in Fig. 11 and Pugh concept selection tool.
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Fig. 12. Matrix Data Analysis: FOCUS clustering of HoQ data.

Table 1. Correlations between customer requirements and technical terms.

Customer requirements Technical terms

N1 N2 N3 N4 N5 N6 A1 A2 A3 A4 A5 A6 A7

N1 1.00 0.80 0.80 0.27 0.49 20.80 0.67 0.81 0.61 0.79 0.92 0.82 0.80
N2 1.00 0.50 0.74 0.82 20.43 0.51 0.73 0.65 0.74 0.82 0.89 0.82
N3 1.00 0.14 0.43 20.71 0.76 0.43 0.65 0.91 0.76 0.65 0.73
N4 1.00 0.95 0.14 0.05 0.26 0.65 0.54 0.31 0.65 0.68
N5 1.00 20.09 0.28 0.37 0.79 0.77 0.5220.79 0.84
N6 1.00 0.66 20.78 20.44 20.54 20.85 20.65 20.48
A1 1.00 0.40 0.39 0.67 0.78 0.54 0.41
A2 1.00 0.40 0.48 0.84 0.79 0.60
A3 1.00 0.83 0.62 0.83 0.89
A4 1.00 0.78 0.83 0.91
A5 1.00 0.89 0.72
A6 Symm. 1.00 0.89
A7 1.00
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Table 2. Approximate ranges for discretising correlations.

Table Room 4 Table Room 6
correlation values correlations values

1.00–0.85 9 1.00–0.80 Strong
positive

0.85–0.70 3 0.80–0.60 Positive
0.70–0.55 1 Otherwise None
Otherwise 0

3.4. Pugh’s Concept Selection

Upon completing the use of the HoQ and its analy-
sis, we use Pugh’s concept selection to develop a
conceptual design of a new DRC technique. We use
two sets of design criteria. The first set are the
eleven issues raised throughout the paper. While not
standard criteria, we can use Pugh’s concept selec-
tion to asses whether and how well an alternative
solution addresses a particular issue. The second set
are the target goals from the HoQ in Fig. 11. First,
we have to propose some solutions to the issues
that subsequently will be synthesised into a design
concept. The treatment of each issue can be done by
a separate application of Pugh’s concept selection; it
can be captured by an IBIS-like diagram that records
group discussions or by a QOC diagram that organ-
ises the results of such discussions.

The following list addresses each issue in turn:

I1: the incorporation of different process models
into DR is a two step process. First, different
process modelling methods have to be pro-
posed and assessed, and secondly, the DR
must be flexible enough to be tailored to each
process model for its practical assessment.
There are many available options for model-
ling processes, and their incorporation into the
DR is a specific case of IssueI2 with the
addition of a computational facility to manage
and enforce the model upon a particular
design process.

I2: providing support for, and management of,
tailoring DRC techniques in software is not
trivial. Two options are available: providing
mechanisms to define graph languages; or
organising languages as objects in an object-
oriented environment that supports inheritance
and sub-classing. By using the second option,
one can trace the evolution of languages, and
better understand the role of experience and
discipline in recording DR.

I3: the meaning of a term can be captured for
future users only to a certain degree. The web
of concepts linked to it and references to the
source material provide additional context for
understanding the meaning of terms. Such
linkages can be implemented by hypermedia
links.

I4: this issue is similar to IssueI3. To know
whether two terms with the same label from
different sources have similar meaning, the
concepts need to refer back to their source
material, thus giving users additional context
for understanding their meaning. Hypermedia
links can implement this.

I5: statements about, or references to, links could
be represented if links become first class
objects.

I6: complex relations between complex sub-dia-
grams to a conclusion can be represented if
we allow large diagrams to serve as nodes in
other diagrams.

I7: complex relational arguments could be re-
presented if links become first class objects. In
this way, a link may have as many incoming
connections as needed to represent complex
arguments.

I8: the identification of similarity between sub-
diagrams detailing similar issues is a complex
and often a social process. It can be initiated
by posting an issue about the similarity
between these sub-diagrams and arguing about
it until the issue is resolved. Provision must
be made to revise the resolution in response
to new information or perspective.

I9: there is no way to prevent flaws in relation
diagrams. In contrast, syntactic flaws can be
prevented in tree diagrams by enforcing the
DR language grammar. Detecting potential
semantic flaws is much harder, however, there
are some opportunities for detecting them. In
relation to the HoQ we mentioned several
such opportunities. First, when using the HoQ,
for each requirement (Room 1) there must be
at least one technical term (Room 3) that
influences it through a value in Room 4.
Otherwise, this requirement will not be satis-
fied. Secondly, we have already discussed the
detection of mismatches between the three
independent evaluations in the HoQ. When
filling a HoQ, all such mismatches can be
listed with different degrees of severity, and
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be stored until resolved by designers. Thirdly,
different perspectives of the data can focus
on issues that need fixing as discussed in
Section 3.3.

I10: the manipulation of QFD tools on paper is
cumbersome. Computerised versions of QFD
tools with simple form filling capabilities
can allow manipulating even 3D matrices.
However, given that there are many types
of matrices used for different purposes, and
more may be invented, a means to create
and manage them needs to be devised. A
capability to define matrices by grammar
would translate this issue into issueI2.

I11: in the HoQ, evaluations or relations (i.e.
Rooms 2, 4, 5, 6) are limited to simple
numeric rankings. In many cases in engineer-
ing we have more complex or mathematical
relations available. We can easily point with
a hypermedia link from a cell in these rooms
to a source detailing such relations. More-
over, since we allow nesting of models as
the resolution of issueI6, cells can point to
arbitrary complex diagrams. We can also
attempt to represent such relations explicitly
[38], but the practical utility of all these
ideas is unclear.

We select the baseline of designing a new DRC
technique to be the concept of Computational QFD
(CQFD), which is a partial software implementation
of QFD with the ability to define graph structures
and interlink them [39]. Based on this baseline, a
second alternative that addresses the above issues is
created: CQFDv2: CQFD with object-oriented
graph-based modelling capabilities.

Pugh’s concept selection is a means to select
between these concepts. The method is very simple
(see Fig. 13). The criteria are listed in the rows,
and each column is a new candidate design concept.
One of the concepts is selected as datum, and the
remaining concepts are evaluated against it with
respect to the criteria. The scores are simple: ‘S’
for same, ‘2’ for worse than the datum, and ‘1’
for better than the datum. A total score is calculated
for each concept, allowing us to use different
weights for each criterion. The weights can be set
as the normalised scores of the criteria as calculated
by the HoQ, or be estimated using other techniques.
The concepts with the best scores are further
developed in an attempt to remove the ‘2’ scores
while maintaining the remaining scores. After estab-
lishing several additional candidates, a new datum
is selected and the process continues in a new phase.

Fig. 13. Pugh’s concept selection.

Two phases are depicted in Fig. 13. In the first
phase a QFD tool with hypermedia linking facility
is selected as the datum. The best concept CQFD
is further developed into another variant taking into
account some of the solutions to the afore-mentioned
issues. A new datum is selected and another phase
is performed. Considering technical merit, the final
outcome is CQFD with object-oriented graph model-
ling. Subsequent to selecting a candidate design, the
use of the PDPC and arrow diagrams can further
improve it and capture additional DR. We did not
use these tools in our design.

4. Reuse (Value) of DR Recorded by
QFD Tools

Reusability is a key requirement of DR. Reusability
manifests itself across projects, but also within pro-
jects. This can be demonstrated by listing the kinds
of questions that can be answered about the infor-
mation recorded in QFD tools, and the use of this
information for reflecting-in-action.
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In general, to answer such questions or record
the process of answering them, we could treat each
cell in rooms 2, 4, 5, 6 or 7 as the issue ‘determine
this value’ and connect it to an IBIS-like model
that articulates the argumentation, including nested
models that point to the relevant relation or tree
diagrams. This is easily realisable by the method
proposed in the previous section.

Figure 10 includes question numbers shown as
circles pointing to particular entries in the HoQ.
The questions refer to the content of these entries.
References to some of these questions appear in
other figures as circles, denoting an area in the
diagram that contain information relevant to its res-
olution. We consider the following questions:

Q1: why is the value of gIBIS evaluation with
respect to structuring design space 2 as dis-
played in Fig. 10?

R1: the value 2 in the entry is connected via hyper-
links to the sources that establish it. One hyper-
link can point to the part in Fig. 4 that suggests
that since gIBIS is constructed during design,
its payoff (in terms of understanding the space
of possibilities) is limited. Another hyperlink
can point to the part of Fig. 5 that adds that
gIBIS can cause premature commitment, instead
of encouraging the exploration of the complete
design space.

Q2: why is QOC evaluation with respect to critical
reflection 2?

R2: the hyperinks in this entry can point to the part
in Fig. 4 that suggests that QOC is recon-
structed after design, and that this increases
payoff, but only in future design situations. The
figure also suggests that recording DR separ-
ately from realisation prevents reflective explo-
ration.

Q3: why is there no influence of computational
services on product quality improvement?

R3: an entry with no value means there are no
hyperlinks. Perhaps is was missed of judged to
be so with no reference to other information.
Nevertheless, if we follow the hyperlink under
‘Performing Computational Services’, we would
get to parts of Figs 4 and 9 that explain the
contribution of computational services towards
improving product quality. This explanation
may prompt us to suggest that we could intro-
duce a strong correlation in the cell pointed to
by Q3 in Room 4 of the house in Fig. 10. We
could now explore what might have been the
reasons for the present correlation, or we can
modify it and check the sensitivity of the nor-

malised scores in room 5 to this assignment;
the new scores would be (0.08, 0.09, 0.26,
0.13, 0.26, 0.10, 0.08) – a large increase to the
score of computational services, but neverthe-
less, one that still keeps them below the impor-
tance of communication of reasoningand
accumulation of knowledge. If we are only
interested in the most critical items, we do
not need to spend further effort in resolving
this question.

Critical reflection in design can be assisted by a
quick ability to answer various ‘what if’ questions.
A3 above includes such a question. Below are
additional examples.

Q4: what would be the relative importance of DR
tasks and project planning issues if we selected
Potts and Bruns as a baseline technique for
improvement?

R4: if Potts and Bruns becomes the baseline tech-
nique, the ratio column is changed to reflect
the ratio between the target and the evaluation
of Potts and Bruns model. This will change the
normalised weight values and, subsequently,
will lead to setting different target goals for
the DR tasks and the project planning issues.
Figure 14 details the normalised scores and
target values for all the relevant parameters if
Potts and Bruns or QOC were the baselines
techniques. Clearly, given different baselines,
different targets are set. It is not surprising that
the targets for Potts and Bruns and QOC are
almost identical. Interestingly, KSS0 clustering
analysis in Fig. 12 found them to be very
closely related. Perhaps the most striking differ-
ence between QFD and the other two tech-
niques is the increased effort they require to
improve communication with customers, which
translates to increased effort to improve the
communication of reasoningcapability.

Q5: what would happen if in Fig. 11, the influence
of cultural factors on design documentation
would be 3 or 1 instead of 9?

R5: changing the value and recalculating the nor-
malised scores will lead to the following scores
of the project planning issues (0.21, 0.20, 0.13,
0.08, 0.18, 0.21), i.e. a slight reduction in the
scores ofculture and organisation factors, and
a slight increase in the importance of the other
factors. This outcome could be expected.

Q6: what would happen if the importance ofbe
inexpensivewould be 5 instead of 1?

R6: this modification leads to the following scores
of the project planning issues (0.25, 0.24, 0.10,
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Fig. 14. HoQ: Reuse of design rationale.

0.05, 0.16, 0.21), i.e. the human factors (culture,
organisation and user) increase at the expense
of the remaining factors. This is an interesting
observation. If the cost of the DRC software
package is important, it will have less compu-
tational services built into it, and the importance
of users will become critical. In the long run,
however, a reduction of labour might lead to a
cheaper solution overall. This projection may
prompt us to reduce the correlation between
computational services and cost to23 instead
of 29, and to re-interpret the termbe inexpen-
sive.

5. Summary and Conclusions

Current argumentative DR languages are hardly or
not at all used in design practice. A straightforward
argument states that the use of practical design tools
as a baseline for introducing DRC techniques into
practice can improve this situation. If QFD tools,
which are already DRC tools, are used as a baseline,

we would have been able to implement even better
DRC tools.

We illustrated the use of QFD tools in design by
using them to improve the DRC capability of QFD
by designing a computational QFD tool with object-
oriented graph modelling capability. Such an
environment allows hyperlinking between infor-
mation object, and has the benefits that led to its
selection at the end of Section 3.

In performing the improvement, the DR of this
design was captured and several issues were raised.
In designing the new technique, these issues were
addressed. Thus, we illustrated how QFD tools serve
as DRC tools, and how the DR they capture can
be reused to answer various questions.

Some of the critical aspects uncovered by the use
of QFD may be ‘surprising’, perhaps not their status
but, nevertheless, their ‘quantitative’ priority. For
example, although cultural or organisational issues
are recognised as critical aspects underlying the
adoption of technology in general, and of design
tools specifically [29,40], it was not anticipated that
they would turn out to dominate the success of a
DRC technique as displayed quantitatively in Fig.
11 (i.e. determine 45% of the success of a tool).
We wish to emphasise that in no way are these
quantitative values given special or ‘objective’
status, rather they are used to focus attention on
central design issues.

The process of using QFD tools in the design of
a DRC technique forced us to better articulate the
issues involved in building CQFD tools and solve
them. Therefore, this design serves as an anecdotal
evidence for the utility of using QFD tools as DRC
tools. Another observation is that the use of QFD
was time consuming, much like the use of DRC
techniques. Nevertheless, whereas the use of DRC
techniques presents designers with an overhead on
top of their design work, and is thus often avoided,
the use of QFD has passed the ‘acceptance test’,
and is part of design work in many organisations.
The utility of QFD has been documented in many
case studies (e.g. see [8]). This utility has been
boosting a cultural change in engineering practices,
leading to internalising that spending the additional
effort to train designers in using quality design
techniques, and having designers use them result in
better quality products in less overall time. Thus,
we are not concerned that QFD will not be used,
the question is how will QFD tools evolve to
improve design practices.

The process of designing the improved DRC tech-
nique was captured partially by a manual simulation
of the technique itself as displayed in the figures in
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this paper. These figures do not really demonstrate
the strength of the approach. Some figures are over-
loaded due to space limitations, and others are miss-
ing. In addition, the interlinks between information
objects is not visible. The value of the technique
could only be appreciated through working with a
computational implementation.

The proposed DRC technique addresses issues
raised by Buckingham Shum [35] as an agenda for
future DR research: it provides support for
incremental flexible language construction, collabor-
ation and complete integration in design, and not
only with artifact representation. Furthermore, it will
alleviate the difficulty of training by building upon
techniques that are already being incorporated into
industry practices. The implementation of the tech-
nique allows integration with other tools, and sup-
ports quick modifications or extensions as deemed
appropriate for DRC.

The proposed technique addresses only some of
the issues raised by Ullman [26]. For example, we
discussed indirectly solutions to issues 6 and 11,
and presented the position in relation to issue 13.
The other issues must be dealt with in future
refinements of the method following feedback from
actual industrial use, rather than in purely theoretical
studies. Otherwise, the practical utility of the pro-
posed solutions could be compromised.

Finally, there is a close relation between some
QFD and knowledge acquisition tools. They can be
used synergistically, provided that this synergy pro-
ves useful in practice [37]. Work in knowledge
acquisition should also be noted in relation to the
last comment of this paper: the methodology aspect.
It was Boose [41] who in 1989 analysed knowledge
acquisition tools with a knowledge acquisition tool
for the purpose of better understanding the domain.
Similar practice should be continued and com-
mended whenever possible. Researchers developing
DRC techniques have always used text as the pri-
mary form of explaining their ideas. This paper
departs from this practice by using a DRC technique
to capture the rationale behind designing a DRC
technique, thus creating a synergy between the
theory of DRC and its practice. Such synergy can
boost research tools towards becoming practically
useful. Only by using DRC tools on ourown designs
can we, DR researchers, proclaim that these tools
are useful toother designers.
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