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Abstract 

New necessary and sufficient conditions for a real polynomial to 

have all its zeros inside the unit circle are derived. The condi- 

tions are obtained by the study of certain new forms of z-domain 

continued fraction expansions. They induce a~ effective procedure 

for testing the stability of discrete systems that reminds in many 

ways the Routh scheme for Hurwitz polynomials. A table form is also 

presented for the stability criterion. The table has half the size 

and involves half the amount of computation of the Jury-Marden 

table. 

I. Introduction 

An important problem in discrete system analysis and design is to 

find necessary and sufficient conditions for the zeros of the char- 

acteristic polynomial of the system to lie inside the unit circle. 

The problem of distribution of the zeros of a polynomial with res- 

pect to the unit circle was originally solved by Cohn [I] and later 

simplified and put into a tabular form by Marden [2] and Jury [3]. 

The Jury-Marden table is customarily considered as a discrete analo- 

gue of the Routh table which is used to determine the stability of 

continuous time systems. However, a closer inspection of the two 

tabular forms and their associated conditions hardly support this 

analogy. The Jury-Marden table requires the computation of twice 

the number of entries then a comparable Routh table for a polynomial 
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of the same degree and it has four times its size. The necessary 

and sufficient conditions imposed on the respective tables also seem 

less elegant in the Jury-Marden presentation. Furthermore, the Routh 

conditions are closely related to certain continued fraction expan- 

sions of Hurwitz polynomials (see [4] or theorem 2 below). In fact 

the Routh array is simply a row by row inscriptions of the polynomi- 

als involved in performing the successive steps of these associated 

expansions. The Jury Marden table on the other hand is not related 

in a similar way to any z-domain continued fraction expansion. It 

can be said,at most,to be equivalent to a certain division procedure 

[3] that cannot be expressed in closed and explicit continued frac- 

tion form. 

In an attempt to reduce the amount of computation that is presently 

required for testing the stability of a discrete system by the coef- 

ficients of its characteristic polynomial and in order to make it 

comparable with the less effort required for the corresponding con- 

tinuous-systems situation, one may reasonably search for necessary 

and sufficient conditions for unit circle stability that are related 

to some adequate z-domain continued fraction expansions. 

Apparently, the only stability criterion discussed the literature, 

which is based on a z-domain continued fraction expansion, is the 

bilinear conversion of the s-plane continued fraction forms that 

imply the Routh criterion. Such expansions, which are in terms of 

(z+1)/(z-1) or (z-1)/(z+1), do not constitute an appropriate paral- 

lelism to the meaning of the s and s -1 terms in the continuous case. 

It is known that the forward and backward differences play in dis- 

crete system theory roles that are comparable with the derivative 

and integrative senses of s and s -I. Therefore, as plausible candi- 

dates for the sought analogy, one may attempt continued fraction ex- 
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pansions in terms of z-1 or 1-z 
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The present paper introduces continued fraction forms for the tan- 

gent function of a polynomial D(z) [6] that involve terms of (z-l) 

and (1-z-I). It is shown that for a polynomial with inside the unit 

circle (IUC) zeros these form exist and have positive coefficients. 

Complementary conditions are derived subsequently under which these 

forms imply also IUC zeros. The computational aspects of the new 

conditions are studied and the paper culminates on a new tabular 

array for testing the stability of discrete time systems from the 

coefficients of its characteristic polynomial. The parallelism 

between the interrelation of the new stability table and the z-plane 

continued fraction expansion forms and the similar relations for the 

Routh array and z-plane continued fraction expansions for Hurwitz 

polynomial is remarkable. This has also a most desirable conse- 

quence - the new unit circle stability table requires an amount of 

computation that is comparable with that in the Routh test for a po- 

lynomial of the same degree. 

2, Unit Circle Stability Conditions 

Denote by Dn(Z) the real polynomial given by 
n 

Dn(Z): ~ dizi=dni~l (z-z i) , dn>O (I) 
i=o 

The polynomial Dn(Z) is called stable if all its zeros are IUC, 

Izil < I, i=1,...,n. Our presentation will frequently consider both 

z-and s-plane stability conditions. To avoid ambiguity we shall use 

the term stable polynomial only in the discrete context whereas for 

the anologous s-plane ease, the polynomial Hn(S) 

n si=h n n 
Hn(S)= ~ h i i~=l (s-s i) , hn>O (2) 

i=o 
will be called Hurwitz if Resi<O i=1...n. 
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The tangent function of Dn(Z) is defined to be 

Dn( z)-Dn(z) 

On(Z) = D (z)+I~ (z) (3) 

where Do(Z) denotes tRe reciprocated polynomial of Dn(Z) 
n 

Dn(Z): ~ dn_iZi nD z -I =z n ( ) (4) 
i=o 

It is noticed that the zeros of Dn(Z) are the inverse of the zeros 

of Dn(Z) (z -I replace zi~O and each zi=O reduces by one of the actu- 

al degree of Dn(Z)). We shall make use of the following result. 

Theorem I [6]. A real polynomial Dn(Z) , dn> [dol , is stable if and 

only if the zeros and poles of its tangent function pn(Z) are sim- 

ple, located on the unit circle [zl=1 and mutually separate each 

other. 

This theorem implies the following [6]. The polynomial Dn(Z) , d n 

>Idol is stable if and only if Pn(Z) can be written in the form 
m 

K(z-1) i~=l (z2-2z cos~2i+1) 
P2m+1(z) . . . . . . . .  K > 0 (5a) 

(z+1) i~=l(Z2-2z cos~2i_i+I) 
for n--2m+1 and 

m-i 
K(z-I )(z+1 ) i~l (z2-2z c°s~2i+1 ) 

K > 0 (5b) P2m (Z) = u~ 2 
~=1(z -2z cos~2i_1,,"i) 

for n:2m 

where 

1<cOS~n_1<cos On_2<...<cos ~h<eos~1<1 (5c) 

We shall also use some s-plane conditions on Hurwitz polynomials 

that are summarized in the next theorem. These are long established 

results that are brought here for reference convenience. 

Theorem 2: The following statements are all equivalent 

(i) The real polynomial Hn(S) is Hurwitz 

(ii) The tangent function Pn(S) defined for Hn(S) 

Hn(s)-Hn(-S) 
pn(S): 

H (s)+H (-s) 
can be written innthe f~rm 

(6a) 
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2 
Ks iHl ( s2+ ~2i ) 

= K > 0 (6b) Pn (s)= m 2 
i~1 ( s2+ ~2i-I ) 

where n=m+£+1, 9=-m-I or £=m and 

2 2 < 2 
0<~I<~2 <''' ~n (6c) 

(iii) The following continued fraction expansions exist and Yi>O for 

all i=1,...,n 

pzm+l(S) = Y2m+l s + l---l--- l-l-- n = 2m+l (Ta) 
Y2m s + . .. + YI s ' 

P2m(S) = I + 1 l-l-- n = 2m (7b) 
¥2m s Y2m_l s + ... + Yl s " 

The well known Routh table is in fact a tabular presentation of the 

polynomials involved in the step by step performance of the expan- 

sions depicted in (7). 

The next theorem presents the new z-domain continued fraction expan- 

sion for stable polynomials. 

Theorem 3 If the polynomial Dn(Z) is stable then its tangent func- 

tion has the following continued expansion (for n=2m+1 and n=2m res- 

pectivel y) . 

(z+1) P2m+1 (z)= ~2m+I (z-1)+ 
i i 

62m(l-z-i ) + ... + 61(z-l) 
(8a) 

(z+l)-Ip2m(Z) = I 1 i (8b) 
~2m(Z-l) + d2m_l(l-z-1) + ... + $l(l_z -I) 

with positive coefficients 6 i for all i, ~i>O, i=l,...n 

Proof: Consider the transformation 

s = I (zl/2_z -I/2) (9) 
2 

that maps the unit circle C 

C={z Iz=e i~ ~c[-H, H] } (10) 

one to one and onto the s-plane imaginary axis interval J defined by 

J={s Is=j~ we[-1, I]} (11) 

If Dn(Z) is stable then by theorem 1 its tangent function pn(z) has 

the structure (5a,c) or (5b,c) for n=2m+1 or n=2m, respectively. A 

typical product in these expressions are mapped by (9) as follows 
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z-1(z2-2zcos~k+1)~-~4[s2+sin2(~k/2) ] 

Therefore 

z m-£ ~ (z2-2zcos~2i+1) H (s2÷ ~i ) 

(z2-2zcos~2i_l÷1) ~ (S2+~i_1) 
where 

(12) 

(13) 

~k:sin(~ k/2) 

and condition (5c) is converted into 

O<m12<...<~n2_1<1 

For n=2m+1 we consequently have.from (5a) that 

z_i/2(z+1)P2m+1(z) ~-+ KS ~ (s2 +~02i) 
m 2 
]I(s 2 + ~2i_I ) 

(14) 

(15) 

(16) 

By theorem 2 (the equivalence of (ii) and (iii) there), the right 

hand side of (16) can be expanded into the form (7e). Setting (9) 

into (6a) we have from (16) the following equality 

-1 
z /2(z+l)P2m+l(Z)= 

1 I/2_z-I/2)+ i 
= Y2m+1 ~ (z Y2m ½ (zl/2-z-I/2) +'"+ 

Repeating the last steps for n=2m we obtain 

1 1 
(z÷1)-1z1/202m(Z): i (zl/2_z-i/2) 1 (zl/2 z-i/2) (17b) 

Y2m Y + "'" + Yl Y - 

1 
Y1 i (zl/2_z-i/2~ 17a) 

1 
setting 6i= ~ Yi>O in (17a,b), the required forms (8a,b) follow from 

(17a,b) by multiplying the two sides of (17a) and of (17b), respec- 

tively by z 1/2 and z -1/2. 

It is emphasized that the positivity of 5i>0 in (8) is not suffi- 

cient for a polynomial to be stable. This is different from the si- 

tuation in the continuous case of theorem 2 and in contrast to the 

bilinear-Routh continued fraction expansion forms of [5]. The dis- 

similarity may not come as a surprise if one is aware of the fact 

~hat, unlike the bilinear transformation, the interior and the exte- 

rior of the z-plane unit circle are each mapped by (9) into both the 

left and the right halves of the s-plane. We shall establish in the 
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sequel the additional conditions together with which the 

(8) and 6i>0 also imply stability. 

expansions 

A real polynomial Dn(Z) can always be written as the sum of a symme- 

tric and an asymmetric polynomial, 

1 1 1 1 
Dn(Z)= ~ [mn(z)+Dn(Z)]+ ~ [Dn(Z)-;n(Z)]= ~Sn(Z)~ ~ An(Z) (18a) 

where a polynomial Sn(Z) is called symmetric if it is equal to its 

reciprocal polynomial, namely 

n 

Sn i=0, I, (18b) ~ Z i (z)=Sn(Z) , Sn(Z): ~ s I with si=Sn_ i ... 
i=o 

and a polynomial An(Z) is called asymmetric if it is the minus sign 

of its reciprocated polynomial, namely 
n 

An( Z)=-An( Z) An(Z)= [ aizi with ai=-an_i, i=0, I... (18n) 
i=o 

A polynomial of odd degree can always be written in the form 

1 (z)+ 1 z) (19a) D2m+1(z)= ~ A2m+1 ~ (z+1)g2m( 

because a symmetric polynomial of odd degree must have a zero at 

z=-1. Similarly, a polynomial of even degree can always be written 

in the form 

1 1 
D2m(Z)= ~ S2m(Z)+ ~ (z+1)A2m_1(z) (19b) 

because an asymmetric polynomial of even degree must have a zero at 

z=-1 . 

Consider next a sequence of n+l polynomials [Dk(Z)} n defined for a k=o 

given set of n positive real numbers 61, 62,...,~n>0 by the follow- 

ing assignment; Dk(Z) is the polynomial of degree k whose tangent 

function Ok(Z) has a continued fraction expansion of the form (aa,b) 

with coefficients of expansion {~i...,6k }. In other words, odd de- 

gree polynomials D2i+1(z) in the sequence are defined in association 

with 62i+i(z) by 
A2i+l (z) 1 1 

(z+1) 02i+i (z) S2i+l(Z) = ~2i+i (z) 62i(i_z_i) + ... + ~I (z-l) (20a) 

and even degree polynomials D2i(z) in this sequence are defined via 
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P2i(z) by 

4z+I)-I %i(z)= A2i-1 (Z) 1 1 
So~(z) = ~2i(z_l) + ... + 61(l_z_l) (20b) 

The structure of these ~ntinued fraction forms implies the rela- 

tions 

(z÷1)P2i+l(Z)= 62i+1(z-1)+zP2i(z)/ (z+1) (21a) 
-I 

(z+1) P2i ( z)=6 2i (z-1)+z P2i-1 (z) /(z+l ) (21b) 

Expressing therefore the polynomials Dk(Z) by the decomposition of 

(19) into sums of symmetric and asymmetric polynomials, we find that 

S2i(z) is common for D2i(z) and D2i+1(z) and A2i_1(z) is common 

for D2i_1(z) and D2i(z). 

n If we define for {Dk(Z)}k= o 

{Tk(z) }n k:o 

T2i+1 (z)=D2i+1 (z)-D2i+1 (z) 

T2i(z) =D2i(z) +D2i(z) 

a second sequence of n polynomial 

i:O,...,m-1(m) (22a) 

i=O,...,m (22b) 

then {Dk(Z)} , are also reciprocally defined by {Tk(Z)} 

2Dk(z) =Tk( z)+(z+1 )Tk_ I(z) k= I , . . . ,n 

The new sequence {Tk(Z)}~= ° can, by (19)-(22), be 

{ 6 I,..., %} successively by the rule 

Tk+1(z)=6k+1(z-1)Tk(Z)+ZTk_1(z) k=1,...,n 

starting with To(Z)=1 and T1(z)=61(z-1). 

(23) 

generated from 

424) 

Given {61,...,6n} , equations (24) and 423) show a constructive de- 

finition for the associated sequence of polynomials {Dk(Z)}k= o. 

Theorem 4: Assume {61,... , %} are n positive real numbers and let 

{Di(z)}~ be the sequence of polynomial constructed through (23) 
i:0 

and (24). 

(i) If D2k_1(z) is stable and D2k+1(-1)<O then D2k+1(z) is also 

stable, k=1,2,...; 2k+1<n 
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(ii) If D2k_2(z) is stable and D2k(-1)>0 then D2k(Z) is also stable, 

k= I, 2, . . . ; 2k<n 

Proof: We can restate theorem I as follows. A polynomial Dn(Z) is 

stable if and only if its tangent function can be written in the 

form 

K(z-1) ~(z2+zX2i+1) 
P2m+1(z)= , K > 0 (25a) 

(z+1)~ (Z2+ZX ~. ~+I) 
when n=2m+1 or when n=2m 2~-, 

m-1 
K(z-I)(z+I) H (z2+zX2i+1) 

K > O (25b) 
~m (Z) : ~ (z 2 + zX2i-i ÷I) , 

where X i are real numbers 

-2<X I<x2< ...<Xn_ 1<2 (25c) 

We shall use in the sequel the notation Xi(k) to refer to the real 

numbers X i involved in a structure pk(Z) of the form (251 in associ- 

ation with the polynomial Dk(Z) of the sequence. 

Consider the first part of the theorem D2k+1(z) is defined for 

~i,...62k+i>0. Let Yi=26i>0, i=I,...,2k+I and consider P2k+1(s), 

the function defined by (7), with these numbers taken as coeffi- 

cients in the expansion. By the equivalence of (7) and (6) in theo- 

rem 2, P2k+1(s) has a structure depicted by (6) for some real 

numbers ~(2k+I) that satisfy 

0<m~(2k+1) < ~(2k+I) <...<~2k+1(ak+1) (26) 

where 2k+I in ~(2k+I) is used as an index to associate this se- 

quence with the (2k+1)th order case. Define for ~(2k+I) the real 

numbers 

Xi(2k+1)=4m~(2k+1)-2 (27) 

By reversing part of the proof in theorem 3, it can be shown that 

the transformation (91 maps P2k+1(s) into 
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k 
K(z-1) E [z2-zX2i(2k+1)+1] 

(Z+11P2k+1(Z)" ~ [z2-zX2i_1(2k+1)+1] ' K > 0 (28) 

where from (26) and (27) 

-2<X I (2k+I)<X2(2k+1 )<...<X2k(2k+1 ) (29) 

If (28) and (29) are compared with (25a) and (25c), it is observed 

that to prove the stability of D2k+1(z) it remains to show that in 

(29) 

X2k(2k+1 )<2 (30) 

holds as well. Repeating the above reasoning with regard to D2k(Z) 

we have that, given 61,...,62k>0, D2k(Z) is associated with 2k(Zl 

which has a structure (25b) for Xi(2kl that satisfy 

-2<X I (2k) <X 2 (2k) <... <X2k_1 (2k) (3 1 ) 

The polynomial D2k_1(z) is by assumption stable. Therefore it has a 

tangent function P2k_1(z) of the form (25a) and Xi(2k-1) that satis- 

fY 

-2<X I (2k-I)<X2(2k-1 )<...<X2k_2(2k-1 )<2 

From the relations (21), the zeros of P2k_1(z) are also 

P2k(Z) and the poles of P2k(z) are also poles ofP2k+1(z). 

substituting 

X2i (2k) =X2i (2k-I) (33a1 

and 

X2i_1 (2k) :X2i_1 (2k+I) (33b) 

into (31) we obtain 

-2<X I (2k+I)<...<X2k_3(2k+1 )<X2k_2(2k-1 )<X2k_1 (2k+I) (34) 

It is given that D2k+1(-1) <0 , therefore, T2k+1(-1) <0 by (23). 

Similarly T2k_1(-1)<O because D2k_1(-1)<O is a necessary condition 

for any stable polynomial of the form (1). We can then conclude 

from (24) that T2k(-1)>O. 

(32) 

zeros of 

Therefore 

We now are in a position to prove (301. 

im ply 

Equations (341 and (32) 
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X2k_3 (2k+I) <2. (35) 

Consequently in (26) we either have (30) or one of the three only 

remaining possibilities 

(a) X2k_1(2k+1)<2<X2k(2k+1) 

(b) X2k_2 (2k+I)<2<X2k_1 (2k+I) 

(c) X2k_3(2k+1)<2<X2k_2(2k+1) 

Possibilities (a) and (b) contradict T2k÷1(-1)<0 because by compar- 

ing (22a) and (25a), T2k+1(-1) is given by 
k-i 

T2k+1(-1)=-2K[2-X2k(2k+1)] ~ [2-X2i(2k+1)]= 

:[2-X2k(2k+1) ]. (-P) , P>O (36) 

Possibility (c) contradicts T2k(-1)>O because from (22b) and (25b) 

it can be written as 
k-i 

T2k(-1):[2-X2k_1(2k)] ~ [2-X2i_1(2k)]= 

= [2-X2k_1 (2k) ]. P , P>0 (37) 

where the second equality follows from (31), (33a) and (35). 

Therefore (30) must hold and it implies with (28) and (29) that 

D2k+1(z) is stable. The second part of the theorem can similarly be 

p r o v e n ,  z~ z~ ~. 

The next theorem is our main result. It complements theorem 4 into 

necessary and sufficient conditions for stability. 

Theorem 5: Given the polynomial Dn(Z) and the sequence {Dk(Z)} n k:o 

constructed by (23) and (24), Dn(Z) is stable if and only if 

(i) for n=2m+1, the expansion (25a) exists and has positive coeffi- 

cients ~''''' ~m+1>0 and 

D2k+1(-1)<0 for k=O,...,m (38) 

(ii) for n=2m, the expansion (25b) exists and has positive coeffi- 

cients 6 I,...62m>0 and 

D2k(-1 )>0 for k:0, . . . ,m (39) 

Proof: Assume first that D2m+1(z) is stable. By theorem 3 we have 

~I''''' 62m+I >0" Let D2k+1(z) , k<m be any polynomial in the se- 
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quence. Its tangent function must have then the form (28), and (29) 

holds. It is evident from the proof of theorem 4 that the maximal 

values of the real numbers Xi(k) for tangent functions pk(z) of suc- 

cessive degrees k form a strictly increasing sequence. Thus in (29) 

we also have X2k(2k+1)<X2m(2m+1)<2. Consequently, D2k+1(z) is 

stable for any k=O,...,m and (38) follows as a necessary condition 

that is satisfied by stable polynomials of the form (I). 

Assume next that D2m+1(z) has the expansion (8a) with 61,...,62m+I>0 

and (38) holds. Consider the sequence of odd degree polynomials 

D2i+1(z) , i=O,...,m. It starts with D1(z) that is given by setting 

k=1 in (23) and using (24) 

2D1(z):(~1+1)z+z-1 

D1(z) has a zero at (61-I)/(61+I) that is inside the unit circle for 

61>0. Therefore by theorem 4 all the odd degree subsequent polyno- 

mials are stable and particularly D2m+1(z) is stable. 

The proof for the even order part is similar; If D2m(Z) is stable 

then 61,...,62m>0 by theorem 3 and it also follows that D2i(z) , 

i=1,...,m are all stable and (39) necessarily holds. For the con- 

verse, if (8b), 61...62m>0 and (39) all hold, then all D2i(z) , 

i=1,...,m are stable by theorem 4 because 61, ~>0 is sufficient for 

D2(z) , defined by (23) and (24), to be stable. 

3.Computational Procedures 

We suggest in this section some computational schemes that implement 

the new necessary and sufficient conditions of the previous section 

into useful stability tests for a polynomial Dn(Z) given in the form 

(I). 

n 
Algorithm I: The sequence of polynomials {Ti(z)}i:o, defined for 
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Dn(z) by (22) and (24) can he constructed successively in descending 

degree order. First Tn(Z) and Tn_1(z) are formed 

(i) when n:2m+1 

Tn (z) =D2m+1 (z) -D2m+ i (z) (40a) 

Tn_ I ( z)= [D2m+1 (z) +D2m+1 ( z)]/(z+1 ) (4 la) 

(ii) when n=2m 

T n (z) = D2m(z) +D2m(z) (40b) 

Tn_ I ( z)= [D2m(Z)-D2m(z) ]/(z+1 ) (41b) 

where (40a,b) were defined by (22), and (41a,b) can be verified from 

(22) (19) and (23). Next, the other polynomials of the sequence are 

constructed according to the following scheme that can be deduced 

from (241 , 

6i=-Ti(0)/Ti_1 (0) (42) 

Ti_2( z)=z -I [Ti( z)- 6i(z-1 )Ti_ I( z)] (43) 

The conditions of stability; The polynomial Dn(Z) is stable if and 

only if 

(i) when n=2m+1, 

6i>0 , i:I,...,2m+I (44a) 

T21+i(-I)<0 , i=0,...,m (45a) 

(ii) when n=2m 

6i>0 i=I, ... ,2m (44b) 

T2i(-1)>0 i=O,...,m (45b) 

Conditions (44) and (45) follow from theorem 5 where for the validi- 

ty of (45a,b) note that T2i+1(-1)=D2i+1(-1)-D2i+1(-1)=2D2i+1(-1) and 

T2i(-1)=D2i(-1)+D2i(-1)=2D2i(-1), using (22) and (4). 

Remark 4.1: Advantage can be taken of the fact that T2i(z) and 

T2i+1(z) are symmetric, (18b), and asymmetric, (18c), polynomials. 

It is sufficient to compute only one half of their coefficients for 

the above algorithm. 

Remark 4.2: The construction of Tn_1(z) in (41a,b) requires the el- 

imination of a (z+1) factor from a polynomial. Such an operation 
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involves only simple additive arithmetic 
n . n-i i 

Fn(Z): ~ fiz1÷Fn (z)/(z+1)= X eiz 
i=o i=o 

where 

eo=f o , ei:fi-ei_1 

Algorithm 2 - A tabular form: Use for the polynomials 

(46a) 

(46b) 

{Ti(z) } ~ i=O 

the following explicit notation 
k k-i 

Tk(Z)= ~ 8n_k k_iZ i:0,...,n (47) 
i=o 

Consider the array of n+1 rows formed by the coefficients of these 

polynomials 

(80,n_ 1 ) (80, n) 800 801 B02 

SlO 811 (81 ,n_l ) 
(48) *o o" 

"8i_i, 0 ... 8. ~ "±i (Bi-l,n+l-i) 

I~ k+l (Si ,n-i ) 
$ 

..... 8i+i ,k " " 

T n (z) and 

(49a) 

(49b) 

~3n ,0 

The first two rows are obtained from the coefficients of 

Tn_1(z) given by (40a,b) and (41a,b). 

Tn(Z)= 800zn+801z n-l+. . • +8 O,n 

zn-2+. .+81 Tn-1(z)= 81Ozn-1+ 811 " ,n-1 

The next rows are constructed by a scheme that is deduced from (42) 

and (43) as follows. First we conveniently redefine 6i:6n_i+ I, that 

is 

(61,...,6n)=(6n, .... 61 ) 

From equations (42) and (47) we have 

~n-i+1=-Tn-i+1(0)/Tn-i(0)=-8i- 1,n_i+I/ai,n_i: 8i-I,0/~i,0 

where the last equality follows from the opposite symmetries of two 

polynomial of adjacent degrees. We have therefore 

~i: S±_1,0 / Si,O (5O) 

Next, by substituting (47) into (43) and comparing coefficients of 
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similar powers of z, we obtain after some manipulation of the in- 

dices, 

Bi+1,k:Bi_1,k+1+6i(Bi,k - Bi,k+1 ) i:l,...,n-1 (51) 

Summarizing, the first two rows of table (48) is formed by writing 

the coefficients of Tn(Z) and Tn_1(z) in descending powers of z k and 

the table is completed by the rules (50) and (51). The scheme (51) 

can alternatively be replaced by a determinant rule of the type fam- 

iliar from the Routh table, 

i I Bi-l'O Bi-l'k+l_ (52) 
B i+I ,k: ~i,O 8. ~ ,k 

Bi,O i ,k+1 

This form is also schematically indicated by the arrows in (48). 

The conditions of stability in the table form: The polynomial D (z) n 

is stable if and only if (regardless of the parity of n), the first 

entries of all the rows are positive, 

Bi ,o>0 i=O, . .. ,n 

and the next summations for rows 1,3,... 

°0= 800- 80 i+ 802- 803+804- 805+... ~80, n 

c~2= B20-132 I+ $22-823+-" -+BO,n_ 2 

(53) 

(54a) 

q2m= B2m,O (- S2m, I) 

are all positive 

q2i>O i:O, . . . ,m (54b) 

To verify condition (53), note that the necessary condition for sta- 

bility of a polynomial Dn(Z) given by (I), dn> Idol is equivalent to 

8oo>0. Therefore the condition (44) that ~i:6n_i+l>O for all 

i=1,...,n, is equivalent via (50) and 8oo>0 to (53). In the second 
- ( 

condition (54), ~2i are equal to Tn_2i(-1) where z) is the reci- 

procated polynomial of Tk(Z). Therefore (54b) presents the condi- 

tions 

~ n T o2i=Tn_2i(-1)= (-I) n_2i(-1)>O i:O,...,m 

which becomes (45a) when n=2m+l and (45b) when n=2m. 
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Remark 4.3: The entries of any row can be multiplied by a common 

positive real number without affecting the stability test. The pro- 

perty may be convenient for hand computation. 

Remark 4.4: The scheme presented by (50) and (51) involves less ar- 

ithmetics then (56) (even after the unnecessary division in (52) by 

Bi,o>O is  d e l e t e d ) .  

The computational saving admitted by the symmetry and asymmetry of 

the polynomials T2i(z) and T2i+1(z), i=0,...,m, has already been 

mentioned in remark 4. I. Its impact on the table form is as fol- 

lows. The odd number rows 1,3,5... of the table have the symmetry 

of the first row (are all asymmetric for n=2m+1 and symmetric for 

n=2m). The even number rows 2,4,6,... have the opposite symmetry 

of the second row (are all symmetric for n=2m+1 and asymmetric for 

n=2m). The right half entries of a symmetric or asymmetric row are, 

respectively, 'mirror' and 'anti-(minus sign) mirror' reflections of 

the left half entries. It is sufficient therefore to calculate only 

the left half of the table. (We put in (48) and in the examples 

below in brackets the entries of the right half of table to remind 

their redundancy). The number of entries to be calculated is then 

equal to the number of entries involved in a Routh table for a poly- 

nomial of the same degree. Using the scheme (50) and (51) for its 

construction, the table requires n division operations for ~i and 

one additional multiplication per each entry in (the left halves of) 

rows, 3,4,...,n+1. The number of elementary multiplicative opera- 

tions is equal to the demands of the Routh table (the additive ar- 

ithmetic is however higher- one extra substraetion per each term in 

the left half of the table). Once familiarity with the new table is 

gained, the right half of the table can be totally dropped and only 

the left half, with size and pattern of the Routh table, be handled. 
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By comparison with the Jury-Marden table, it is obvious from the 

above account that the new table involves half the number of entries 

(one fourth of the size, if its left half, is only considered) and 

consequently half of the multiplioative operations of the former 

table. 

To complete the comparison with the Routh table and criterion, the 

following additional similarities and differences are summarized. 

(I) The condition of positivity of all the entries of the first co- 

lumn appears also in the Routh array but e2i>O i=O,...,m is a second 

and extra required condition. 

(2) The determinant rule of (52) is slightly different. In (52) and 

also in (51) the difference term 8i,k+1-Bi,k replaces the would be 

only a 8i,k+1 term in the Routh scheme. 

(3) The first two rows are constructed from the symmetric and asym- 

metric parts of Dn(Z). The symmetric and asymmetric parts of Dn(Z) 

play the respective roles of the even and odd parts of the Hurwitz 

polynomials that form the first and second rows of the Routh table. 

More explicitely it can be memorized that Dn(Z)+Dn(Z) and 

[Dn(Z)-Dn(z)]/(z+1) stay for Hn(S)+Hn(-S) and [Hn(S)-Hn(-S)]I/s ex- 

pressed as functions of x:s 2 in the Routh table. 

Example I: Consider the polynomial 

D5(z):1.5z5+13.5z4+28.5z3-3.5z2-4.5z-0.5 

We have by (40a) and (41a) 

Ts(z)=D5(z)-Ds(Z)=2zS+18z4+32z3-32z2-18z-2 
T4(Z):[D5(Z)-Ds(Z)]/(z+1)=(z5+9z4+25z3+25z2÷9z+I)/(z+1) 

:z4+8z3+17z2+8z+1 

The table of (48) is constructed from T5(z ) and T4(z ) using (52) or 

(50) and (51) 
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o 0 = 32 2 18 32 (-32) (-18) (-2) 

l 8 17 (8) (l) 

o 2 :-20 4 14 (-z4) (-4) 

5.5 2.4 (-5.5) 

o4=12/11 6111 (-6/11) 

35 

In the construction of the table the right halves of all rows were 

completed by alternating 'mirror' and 'anti-mirror' reflection pat- 

tern that the table always satisfies. The first condition (53) that 

the first entries of all rows are positive is satisfied for this ex- 

ample but the second condition (54), that %i>0 ~i is violated by 

02<0. Therefore not all the zeros of D5(z) are inside the unit cir- 

cle. In fact the zeros of D5(z) are given by 0.454, -0.256, -0.146, 

-5.460, -3.591. The condition ~,0>0 i=l,...,n and 6i>0, i=1,...,n 

are clearly equivalent. This example therefore illustrates also the 

fact that ~i>O in the expansions (8) of theorem 3 are not sufficient 

for stability. 

Example 2: Consider the polynomial 

D4( z)=z 4-1. 368z3+0. 4126Z2+0.08z+0. 00025 
Using (40b) and (41b) 

T4(z)=D4(z)+D4(z)=1.0025z4-1.288z3+0.8252z2-1.288z+1.0025 
T3(z)=[D4(z)-D~(z)]/(z+1):O.9975z3-2.4455z2+7.4455z-0.9975 

The table is 

o 0 = 5.4062 1.0025 -1.288 0.8252 (-1.288) (1.0025) 

0.9975 -2.4455 (2.4455) (-0.9975) 

o 2 = 8.4348 2.1723 -4.0903 (2.1723) 

0.4303 (-0.4303) 

s4 = 0.2542 0.2542 

Conditions (53) and (54) are both satisfied and t h e r e f o r e  t h e  

polynomial is stable. 



87 

4. Conclusions 

The p a p e r  has presented new necessary and sufficient conditions for 

a polynomial to have all its zeros inside the unit circle. A new 

stability test for characteristic polynomial of discrete systems is 

presented in a continued fraction and in table form. The esta- 

blished relations are very similar to well known analogous relations 

between the Routh table and the continued fraction expansions of 

Hurwitz polynomials. The new stability test requires half the am- 

ount of computations of the former Jury-Marden table and its simi- 

larity to the Routh table make it easy to remember. The new table 

can be extended also to obtain the number of zeros inside and out- 

side the unit circle [7]. 
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