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Abstract—Single-microphone speech enhancement systems have typically shown limited performance. Two-microphone systems based on a least-squares error criterion have shown better results in some contexts; however, sometimes the desired (speech) signal is cancelled together with the noise. In this paper we suggest a new approach to the two-microphone speech enhancement problem. Specifically, we formulate a maximum likelihood (ML) problem for estimating the parameters needed for cancelling the noise, and then, we solve this ML problem via the iterative EM (Estimate-Maximize) technique. The resulting procedure shows encouraging results that improve upon the “classical” least-squares approach.

I. INTRODUCTION

The problem of noise cancellation in single- and multiple-microphone environments has been extensively studied [1]. The performance of the various techniques in the single-microphone case seems to be limited. However, with two or more microphones, the performance of an enhancement system may be improved due to the availability of reference signals.

In this paper, noise cancellation based on a two sensor scenario, as indicated in Fig. 1, is considered. One sensor (the primary microphone) measures a signal that consists of speech embedded in noise. The second sensor (the reference microphone), located away from the speaker, measures a signal that consists mainly of the noise. The signal measured in the reference microphone is used for cancelling the noise in the primary microphone. A reasonably general model for this scenario is shown in Fig. 2.

The most widely used approach to noise cancellation, based on two microphones, was suggested by Widrow et al. [2]. In this approach, it is assumed that the system $B$ is zero and that $C$ and $D$ are identity, so that the output of the reference microphone is due only to the noise, and that the noise component in the primary microphone is the output of an unknown linear system with transfer function $A(z)$ whose input is the signal measured in the reference microphone. The coefficients of the impulse response of this system are estimated by a least-squares fitting of the reference microphone signal to the primary microphone signal. This method will be referred to in this paper as the least-squares method.

Widrow et al. proposed an adaptive solution for this least-squares problem, based on the LMS (Least Mean Square) algorithm. This approach is illustrated in Fig. 3, and has been applied in a speech enhancement context, e.g., [3] and [4]. Adaptive algorithms for solving the linear least-squares problem, based on the RLS (Recursive Least-Squares) algorithm, also exist, e.g., [5] and [6].

A major limitation of the least-squares method, especially when the reference signal is correlated with the desired (speech) signal, is that a portion of the desired signal may be cancelled together with the noise. Since the de-
desired signal may be cancelled with some delay, the resulting effect is to introduce a reverberant distortion in the output.

In our approach we formulate the problem as a statistical maximum likelihood problem which, as we will show, allows us to take advantage of more a priori information than the least-squares formulation. Solving this ML problem directly is difficult, and thus it is solved via a general iterative algorithm for ML that has been introduced by Dempster et al. [7] and is referred to as the Estimate-Maximize (EM) algorithm. In the EM algorithm, the observations are considered “incomplete” with respect to more convenient “complete data” measurements. The algorithm iterates between estimating the sufficient statistics of the “complete data” given the observations and a current estimate of the parameters (the E step), and maximizing the likelihood of the complete data using the estimated sufficient statistics (the M step).

It is interesting to note that an algorithm essentially similar to the EM algorithm has been suggested previously in a speech enhancement context. One of the variety of methods that have been suggested for a single microphone case is the iterative enhancement method proposed by Lim and Oppenheim [8]. Although not developed from this point of view, this method can be shown to be an instance of the EM algorithm. In [8] the observations are the desired signal with additive noise and the “complete data” are the signal and noise separately. The unknown parameters are some spectral parameters of the signal (LPC parameters, for speech). The algorithm iterates between Wiener filtering applied to the observations using the current spectral parameters of the signal (the E step), and updating the spectral parameters using the results of the Wiener filter (the M step). In this respect, the procedures presented in this paper may be considered as extensions of the method in [8] to two microphones.

The methods that will be presented in this paper can be used as an alternative to the least-squares method of [2] and its derivatives, e.g., [9] and [10]. Simulation results indicate that the proposed schemes tend to eliminate the reverberant distortion encountered in the least-squares method. We finally note that the proposed scheme can easily be extended to the more general, multiple microphone case.

The paper is organized as follows. In Section II we develop the maximum likelihood formulation of the noise cancellation problem, and in Section III we describe the EM algorithm for obtaining its solution. The application of this iterative algorithm is described in Section IV, for a simplified scenario that basically makes the same assumption as in [2]. In Section V, the algorithm is described for a more general scenario that includes “cross talk,” i.e., the coupling of the desired signal into the reference microphone. Simulation results, including results that use a simulated realistic room impulse response, are discussed in Section VI.

II. MAXIMUM LIKELIHOOD FORMULATION OF THE TWO-SENSOR NOISE CANCELLATION PROBLEM

The mathematical ML problem encountered in a two-microphone noise cancellation problem is based on the following scenario. A desired (speech) signal source and a noise source both exist in some acoustic environment, say a living room or an office. We have two microphones used in such a way that one microphone is intended to measure mainly the speech source while the other is intended to measure mainly the noise source.

The desired signal and the noise are both coupled into each microphone by the acoustic field in this environment. This situation is illustrated in Fig. 2, and is represented by

\[
Y_1(t) = C(s(t)) + A(w(t)) + e_1(t) \tag{1a}
\]
\[
Y_2(t) = B(s(t)) + D(w(t)) + e_2(t) \tag{1b}
\]

where \(s(t)\) denotes the desired (speech) signal and \(w(t)\) denotes the noise source signal. The systems \(A, B, C,\) and \(D\) are assumed to be linear systems, representing the acoustic transfer functions between the sources and the microphones. We will assume that these systems are time invariant in our analysis window. The additional noise sources \(e_1(t)\) and \(e_2(t)\) are included to represent modeling errors, microphone and measurements noise, etc.

Under these assumptions, the observed signals in the analysis window \(0 \leq t \leq N - 1\) may be written in the frequency domain as

\[
Y_1(\omega) = C(\omega) S(\omega) + A(\omega) W(\omega) + E_1(\omega) \tag{2a}
\]
\[
Y_2(\omega) = B(\omega) S(\omega) + D(\omega) W(\omega) + E_2(\omega) \tag{2b}
\]

where \(Y_1(\omega)\) and \(Y_2(\omega)\) are the Fourier transforms of the observed signals \(y_1(t)\) and \(y_2(t)\). Assuming that \(y_1(t)\) is a discrete-time signal and that the length of the analysis window is \(N\) samples, \(Y_1(\omega)\) is given by

\[
Y_1(\omega) = \frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} y_1(t) e^{-j\omega t}. \tag{3}
\]

\(A(\omega), B(\omega), C(\omega),\) and \(D(\omega)\) are the frequency responses of the four linear systems in Fig. 2.

In the more general case of \(M\) microphones and \(K\) noise sources, the observed signal may be written (in the frequency domain) as

\[
Y(\omega) = A(\omega) S(\omega) + B(\omega) W(\omega) + E(\omega) \tag{4}
\]

where \(Y(\omega), A(\omega),\) and \(E(\omega)\) are \(1 \times M\) vectors, \(W(\omega)\) is \(1 \times K\) vector, and \(B(\omega)\) is \(K \times M\) matrix.

\[\text{The mathematics and the algorithms will be formulated in terms of discrete time signals with the independent variable } t \text{ representing normalized sample time.}\]
To formulate a statistical maximum likelihood problem, we make the following assumptions. The noise source \( w(t) \) is assumed to be a sample from a Gaussian random process. The desired speech signal \( s(t) \), in many cases, is modeled as an AR Gaussian random process whose parameters (the LPC parameters) are time varying. For our purposes, in a short analysis window, we assume that those parameters are constant, and thus in the mathematical formulation, the desired signal is also assumed to be a sample from a stationary AR Gaussian process. The error signals \( e_1(t) \), \( e_2(t) \) are modeled as white Gaussian noise processes. The signals \( s(t) \), \( w(t) \), \( e_1(t) \), and \( e_2(t) \) are jointly Gaussian and assumed to be uncorrelated.

The unknown parameters are the coefficients of the various systems, and some spectral parameters of the signals. We denote the power spectra of \( s(t) \) and \( w(t) \) by \( P_s(\omega) \) and \( P_w(\omega) \), respectively. \( \sigma^2_1 \), \( \sigma^2_2 \) will denote the error signal variances.

We formulate the problem in terms of short-time processing so that the signals and the system parameters can be slowly time varying; consequently, a sliding window is applied. As already noted, the window length \( N \) must be short enough so that the parameters are constant over its duration. However, we will also assume that it is long enough so that the short-time DFT coefficients of \( s(t) \), \( w(t) \), \( e_1(t) \), and \( e_2(t) \) at different frequencies are uncorrelated. Under this assumption, the likelihood of the observations \( \{ y_1(t), y_2(t), \ldots, y_N(t) \} \) with respect to the parameters above is easily expressed in the frequency domain, and is written as

\[
\log f_{y_1, y_2}(y_1(t), y_2(t); \theta) = -\sum_{\omega_i} \left( \log \det \Lambda(\omega_i; \theta) \right) + \mathbf{Y}(\omega)^\dagger \Lambda^{-1}(\omega_i; \theta) \mathbf{Y}(\omega_i), \quad \omega_i = \frac{2\pi}{N} \cdot t
\]

where \( \mathbf{Y}(\omega) \) is a vector whose components are \( Y_1(\omega) \) and \( Y_2(\omega) \). The matrix \( \Lambda(\omega; \theta) \) is the power spectrum matrix, i.e.,

\[
\Lambda(\omega; \theta) = E\{ \mathbf{Y}(\omega) \mathbf{Y}(\omega)^\dagger \} = \begin{bmatrix} C(\omega) P_s(\omega) C^*(\omega) + A(\omega) P_w(\omega) A^*(\omega) + \sigma^2_1 & C(\omega) P_s(\omega) B^*(\omega) + A(\omega) P_w(\omega) D^*(\omega) \\ B(\omega) P_s(\omega) C^*(\omega) + D(\omega) P_w(\omega) A^*(\omega) & B(\omega) P_s(\omega) B^*(\omega) + D(\omega) P_w(\omega) D^*(\omega) + \sigma^2_2 \end{bmatrix}
\]

We note that this technique, for representing the likelihood of a stationary Gaussian process with long observation time in the frequency domain, is widely used in many signal processing applications, see, e.g., [11, ch. 4]. It is also justified in [12, ch. 13] and elsewhere.

For the \( M \) microphone case, the likelihood function is again \( (5) \) where the matrix \( \Lambda \) is now the \( M \times M \) power spectrum matrix \( E\{ \mathbf{Y}(\omega) \mathbf{Y}(\omega)^\dagger \} \).

The general maximum likelihood problem, represented by \( (5) \) and \( (6) \), is not only complicated but it may also be ill poised. The likelihood function depends on the parameters only through the matrix \( \Lambda(\omega) \), and all possible solutions that generate the same \( \Lambda(\omega) \) have the same likelihood. If indeed all the associated systems and the power spectra are unknown and their structure is allowed to be arbitrary, we expect a nonunique solution, since every value of \( \Lambda(\omega) \) may correspond to a set of values for the parameters. Thus, some constraints must be imposed on the parameters. For example, we may assume that some of the parameters are known, or that there is a simple structure to the systems. Of course, the more constraints there are, the more this ML problem becomes well posed mathematically. However, we must limit ourselves to constraints that are consistent with the noise cancellation problem under consideration.

We will constrain the systems that represent the room acoustics to be causal, and to have a finite impulse response. Thus, for example, \( A(\omega) \) is a frequency response of an FIR filter, i.e.,

\[
A(\omega) = \sum_{k=0}^{q} a_k e^{-j\omega k}
\]

As mentioned earlier, we will usually assume that \( s(t) \), the desired signal, is a sample from an AR process of order \( p \), and thus its power spectrum \( P_s(\omega) \) is of the form

\[
P_s(\omega) = \frac{G}{1 - \sum_{i=1}^{p} h_i e^{-j\omega}}
\]

In Sections IV and V, more specific situations will be considered, and additional constraints and assumptions, based on the additional knowledge about the underlying scenario, will be made. In both sections, the resulting ML problem is constrained enough so that it is not ill posed.

We note that even with these assumptions and constraints, the required maximization of the likelihood function \( (5) \) with respect to the signal and system parameters is still complicated. Therefore, the EM algorithm will be proposed for its solution. In the cases considered in the next sections, the unavailable desired signal \( s(t) \) will be a component of the chosen complete data. Thus, as a by-product of the use of the EM algorithm, an estimate of the desired signal will become explicitly available while implementing the E step.

III. THE EM ALGORITHM FOR MAXIMUM LIKELIHOOD ESTIMATION

The methods proposed in this paper for noise cancellation are based on an iterative solution to the maximum
likelihood problem of (5). This iterative solution, referred to as the EM algorithm, is briefly summarized in this section.

We denote by \( Y \) the data vector with the associated probability density \( f_Y(y; \theta) \) indexed by the parameter vector \( \theta \) where the possible parameter values are contained in a set \( \Theta \). Given an observed \( y \), the ML estimate \( \hat{\theta}_{ML} \) is the value of \( \theta \) that maximizes the log likelihood, that is, \(^3\)

\[
\hat{\theta}_{ML} = \arg \max_{\theta \in \Theta} \log f_Y(y; \theta) . \tag{9}
\]

Suppose that the data vector \( Y \) can be viewed as being incomplete, and we can specify some "complete" data \( X \) related to \( Y \) by

\[
H(X) = Y \tag{10}
\]

where \( H(\cdot) \) is a noninvertible (many to one) transformation.

The EM algorithm is directed at finding the solution to (9); however, it does so by making an essential use of the complete data specification. The algorithm is basically an iterative method. It starts with an initial guess \( \theta^{(0)} \), and \( \theta^{(n+1)} \) is defined inductively by

\[
\theta^{(n+1)} = \arg \max_{\theta \in \Theta} E \{ \log f_X(x; \theta)/y; \theta^{(n)} \} \tag{11}
\]

where \( f_X(x; \theta) \) denotes the probability density of \( X \), and \( E \{ \cdot/y; \theta^{(n)} \} \) is the conditional expectation given \( y \), computed using the parameter value \( \theta^{(n)} \). The intuitive idea is that we would like to choose \( \theta \) that maximizes \( \log f_X(x; \theta) \), the log likelihood of the complete data. However, since \( \log f_X(x; \theta) \) is not available to us (because the complete data are not available), we maximize instead its expectation, given the observed data \( y \). Since we used the current estimate \( \theta^{(n)} \) rather than the actual value of \( \theta \) which is unknown, the conditional expectation is not exact. Thus, the algorithm iterates, using each new parameter estimate to improve the conditional expectation on the next iteration cycle (the E step) and then uses this conditional estimate to improve the next parameter estimate (the M step).

The EM algorithm was presented in its general form by Dempster et al.\(^4\) in [7]. The algorithm was suggested before, for specific applications, by several authors, e.g., [14]–[16]. The rate of convergence of the algorithm is linear [7], depending on the fraction of the covariance of the complete data that can be predicted using the observed data. If that fraction is small, the rate of convergence tends to be slow, in which case one could use standard numerical methods to accelerate the algorithm.

We note that the EM algorithm is not uniquely defined. The transformation \( H(\cdot) \) relating \( X \) to \( Y \) can be any noninvertible transformation. Obviously, there are many possible "complete" data specifications that will generate the observed data. Thus, the EM algorithm can be implemented in many possible ways. The way \( H(\cdot) \) is specified (i.e., the choice of the "complete" data) may critically affect the complexity and the rate of convergence of the algorithm.

IV. A SIMPLIFIED SCENARIO

In this section, a simplified version of the problem is assumed, corresponding to restricting \( B(z) \) to be zero and both \( C(z) \) and \( D(z) \) to be unity in Fig. 2, so that Fig. 2 reduces to Fig. 4. This scenario is assumed (at least implicitly) by Widrow et al. in [2]. In this scenario, one microphone measures the desired (speech) signal with additive noise, while the second microphone measures a reference noise signal, which is correlated with the noise component of the signal measured in the first microphone, but has no signal component present. In Section V we consider a more general configuration.

A. The ML Problem

As indicated in Fig. 4, the observed signals are \( y_1(t) \) and \( y_2(t) \). \( A(z) \) is an FIR filter, \( e(t) \) is Gaussian white noise, and \( s(t) \) is the desired signal.

Specifically, then

\[
y_1(t) = s(t) + n(t) \tag{12}
\]

where the noise component in the primary microphone is

\[
n(t) = \sum_{k=0}^{q} a_k y_2(t-k) + e(t) \tag{13}
\]

and it incorporates the coupling of \( w(t) \) into the first sensor and the additional error \( e(t) \). Equivalently, (12) and (13) may be written as

\[
y_2(t) = s(t) + \sum_{k=0}^{q} a_k w(t-k) + e(t) \tag{14}
\]

\[
y_2(t) = w(t) . \tag{15}
\]

As described above, we assume that the desired signal \( s(t) \) can be represented as a sample function from a stationary Gaussian process whose spectrum is known up to some parameters. The unknown parameters \( \theta \), in this case, are the system coefficients \( \{ a_k \} \), the spectral parameters of \( s(t) \) (which will be denoted \( \phi \)), and \( \sigma^2 \), the variance of \( e(t) \).

The likelihood of the observation is again expressed in the frequency domain. This case is simpler than the general case discussed in the previous section. The likelihood may be obtained without referring to the general formula of (5).

Specifically, since under the assumptions made above, the Fourier coefficients of the signals in different frequencies are uncorrelated, the likelihood of the observation may be written in the frequency domain as

\[
L(\theta) = \log f_{y_1,y_2}(y_1(t), y_2(t); \theta) = \sum_{i=1}^{N} \log f_{y_i}(Y_i(\omega_i), Y_i(\omega_i); \theta) . \tag{16}
\]
Now, at each frequency $\omega$,

$$\log f_{y_1y_2}(Y_1(\omega), Y_2(\omega); \theta) = \log f_{y_1|y_2}(Y_1(\omega)|Y_2(\omega); \theta) + \log f_{y_2}(Y_2(\omega))$$

(17)

where $\log f_{y_2}(Y_2(\omega))$ is independent of $\theta$. The conditional density of $Y_1(\omega)$ given $Y_2(\omega)$ is given by

$$\log f_{y_1|y_2}(Y_1(\omega)|Y_2(\omega); \theta) = -\left[\log P_1(\omega) + \sigma^2\right] + \frac{Y_1(\omega) - A_1(\omega) \cdot Y_2(\omega)}{P_2(\omega) + \sigma^2}. \tag{18}$$

Thus, maximizing the likelihood (16) in this case is equivalent to minimizing

$$\sum_{\omega} \log P_1(\omega) + \frac{Y_1(\omega) - A_1(\omega) \cdot Y_2(\omega)}{P_2(\omega) + \sigma^2} \tag{19}$$

with respect to $\sigma^2$ and the coefficients of $P_1(\omega)$ and $A_1(\omega)$.

We will assume that $A_1(\omega)$ is the frequency response of an AR process of order $p$, i.e., it is of the form of (7). Also, we will assume that $s(t)$ is an AR process of order $q$ with coefficients $\{h_i\}_{i=1}^q$ and gain $G$, so that its power spectrum $P_s(\omega)$ is given by (8).

In some applications, like LPC coding and speech recognition of noisy data, we will be interested mainly in the spectral parameters of the speech signal. In this case, solving this ML problem explicitly provides these desired parameters. In other applications, we will be interested in the speech signal itself. So, using the estimated signal parameters, $\{a_k\}$, we will cancel the noise in the primary microphone and obtain an enhanced speech signal. As mentioned above, this speech signal estimate will be available as a by-product of the EM algorithm suggested below, while implementing the E step.

**B. Solution via the EM Algorithm**

Direct minimization of (19) is complicated; therefore, we consider the use of the EM algorithm. In this approach, the complete data are chosen to be the set of signals $\{s(t), n(t), y_2(t)\}$. This choice of complete data is motivated by the simple maximum likelihood solution available if indeed $s(t), n(t)$, and $y_2(t)$ are observed separately.

Loosely speaking, if these complete data are available, the maximum likelihood estimate of $\{a_k\}$ and $\sigma^2$ is achieved by least squares fitting of $y_2(t)$ to $n(t)$. The spectral parameters of $s(t)$ are also easily estimated by solving, for example, the normal equation using the sample correlation of $s(t)$, for LPC parameters.

More specifically, the likelihood of the complete data, $L_c(\theta)$, satisfies

$$L_c(\theta) = \log f_{s,n,y_2}(s(t), n(t), y_2(t); \theta) = \log f_{s,n}(s(t), n(t)/y_2(t); \theta) + \log f_{y_2}(y_2(t))$$

(20)

where $\log f_{y_2}(y_2(t))$ is independent of $\theta$. Also, given $y_2(t)$, the signals $s(t)$ and $n(t)$ are statistically independent, and thus,

$$\log f_{s,n}(s(t), n(t)/y_2(t); \theta) = \log f_{s,n|y_2}(s(t), n(t)/y_2(t); \theta) + \log f_{y_2|s,n}(n(t)/y_2(t); \theta). \tag{21}$$

Now, $\log f_{s,n|y_2}(s(t), n(t)/y_2(t); \theta)$ depends only on $\{a_k\}$ and $\sigma^2$, and it is defined by the p.d.f. of $e(t)$, i.e.,

$$\log f_{s,n|y_2}(n(t)/y_2(t); \theta) = -\sum_{t=0}^{N-1} \left[\log \sigma^2 + \frac{1}{\sigma^2} \left(\frac{y_2(t)}{P_s(\omega)} - \sum_{k=0}^{q} a_k y_2(t-k)\right)^2\right]. \tag{22}$$

In general, the signal $y_2(t)$ may be related to $s(t)$. However, this relation is arbitrary and unknown. Therefore, we will assume that the probability distribution of $s(t)$ given $y_2(t)$ is the a priori distribution of $s(t)$. This probability distribution is the distribution of a stationary random process with power spectrum $P_s(\omega)$ and it depends only on the spectral parameters, $\varphi$, of $s(t)$, thus,

$$\log f_{s|\varphi}(s(t); \varphi) = \sum_{\omega} \left[\log P_s(\omega; \varphi) + \frac{|S(\omega)|^2}{P_s(\omega; \varphi)}\right] \tag{23}$$

where $S(\omega)$ is the Fourier transform of $s(t)$, i.e.,

$$S(\omega) = \frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} s(t)e^{-j\omega t}.$$

Thus, estimating $\theta$ by maximizing the likelihood of the complete data is equivalent to estimating $\sigma^2$ and $\{a_k\}$ by
minimizing
\[
\frac{1}{\sigma^2} \sum_{t=0}^{N-1} \left( n(t) - \sum_{k=0}^{q} a_k y_2(t-k) \right)^2 + N \cdot \log \sigma^2
\]  
(24)
and estimating the spectral parameters \( \phi \) by minimizing
\[
\sum_{\omega} \left[ \log P_s(\omega; \phi) + \frac{|S(\omega)|^2}{P_s(\omega; \phi)} \right].
\]  
(25)

Note that when \( s(t) \) is assumed to be an AR process, we show in the Appendix that minimizing (25) is equivalent to solving the Yule–Walker equation, using the sample autocorrelation of \( s(t) \).

We observe from (24) and (25) that the required statistics of the complete data are \( n(t), \ |S(\omega)|^2 \), and also \( n^2(t) \) if we need to estimate \( \sigma^2 \). Thus, the E step of the algorithm requires the following expectations:
\[
\hat{n}(t) = E\left\{ (n(t))/y_1(t), y_2(t); \theta^{(n)} \right\}
\]  
(26)
and
\[
M_5(\omega) = E\left[ \frac{|S(\omega)|^2}{Y_1(\omega), Y_2(\omega); \theta^{(n)}} \right]
\]  
(27)
where \( \theta^{(n)} \) denotes the parameters \( \{ a_k \}, \sigma^2 \), and \( \phi \) in the nth iteration. If we also need to estimate \( \sigma^2 \), we have to take the expectation
\[
\hat{\sigma}^2(t) = E\left[ \frac{(n(t) - \sum_{k=0}^{q} a_k y_2(t-k))^2}{y_1(t), y_2(t); \theta^{(n)}} \right].
\]  
(28)

The E and the M steps of the EM algorithm for minimizing (19) may now be stated explicitly. Recall that we denote by \( \theta^{(n)} \) or by \( \{ a_k^{(n)} \}, (\sigma^2)^{(n)}, \) and \( P_s^{(n)}(\omega) \) the current estimate of the parameters.

- **The E Step, the nth Iteration:**
  - Generate a signal \( x(t) \)
    \[
x(t) = y_1(t) - \sum_{k=0}^{q} a_k^{(n)} y_2(t-k).
\]  
    (29)
  - Apply a Wiener filter of \( x(t) \) to obtain the conditional expectation or the minimum mean square error estimate of \( s(t) \) given \( S(\omega) \) and \( |S(\omega)|^2 \). Specifically, for all \( \omega \), generate an estimate of \( S(\omega), E(\omega) \) and the quadratic terms \( |S(\omega)|^2 \) and \( |E(\omega)|^2 \) as
    \[
    \hat{S}(\omega) = \frac{P_s^{(n)}(\omega)}{P_s^{(n)}(\omega) + (\sigma^2)^{(n)}} \cdot X(\omega)
    \]  
    (30a)
    \[
    \hat{E}(\omega) = X(\omega) - \hat{S}(\omega)
    \]  
    (30b)
    \[
    M_5(\omega) = |\hat{S}(\omega)|^2 + \frac{P_s^{(n)}(\omega) \cdot (\sigma^2)^{(n)}}{P_s^{(n)}(\omega) + (\sigma^2)^{(n)}}
    \]  
    (30c)

- **The M Step, the nth Iteration:** Substitute the conditional expectations of (30) and (31) into (24) and (25).

Specifically,
  - update \( \{ a_k \} \) by solving the least-squares problem of (24) with (31) substituted for \( n(t) \), i.e.,
    \[
    \{ a_k^{(n+1)} \} = \arg \min_{\{ a_k \}} \sum_{t=0}^{N-1} \left( \sum_{k=0}^{q} (a_k^{(n)} - a_k) \cdot y_2(t-k) + \hat{e}(t) \right)^2
    \]  
    (32)
  - update \( \sigma^2 \) as
    \[
    (\sigma^2)^{(n+1)} = \frac{1}{N} \sum_{t=0}^{N-1} e^2(t)
    \]  
    (33)

where \( e^2(t) \) defined in (28) is the inverse Fourier transform of \( M_5(\omega) \), calculated in the E step.

- update the spectral parameters by solving (2b) with \( M_5(\omega) \) substituted for \(|S(\omega)|^2 \). For LPC parameters, solve the Yule–Walker equation using the correlation values obtained by inverse Fourier transforming \( M_5(\omega) \).

The EM algorithm above iterates, until some convergence criterion is met. This algorithm is summarized in Fig. 5.

**V. A More General Scenario**

The modeling of the two-microphone noise cancellation situation in the previous section ignores the possible coupling of the desired signal \( s(t) \) into the reference microphone, as is present in Fig. 2 and equation (1). In the classical least-squares approach, this coupling results in a reverberant quality to the output because the desired signal is partially cancelled together with the noise. Since the ML problem of the previous section also ignores this, the presence of the system \( B(z) \) in Fig. 2, but still assume that \( C = 1 \) and \( D = 1 \) corresponding to the assumption that sensor 1 is close to the signal source and sensor 2 is close to the noise source. The resulting model is shown in Fig. 6. We also assume that \( A(z) \) and \( B(z) \) are both FIR systems. These assumptions are important because without them, the problem is ill posed. For example, if \( A, B, C, \) and \( D \) are arbitrary, intuitively one sees that there is a symmetry to the problem that precludes the algorithm...
distinguishing between the signal and the noise components in each sensor. With the stated assumptions this symmetry is removed.

We will start by explicitly presenting the ML problem for this scenario. We will then present an EM algorithm for maximizing this likelihood, where the complete data will be composed of the desired speech signal $s(t)$ and the noise source signal $w(t)$, in addition to the observed signals $y_1(t)$ and $y_2(t)$.

A. The ML Problem

The situation assumed in this section is indicated in Fig. 6. The mathematical model that corresponds to the situation is given by

$$y_1(t) = s(t) + A\{w(t)\} + e_1(t)$$

$$y_2(t) = B\{s(t)\} + w(t) + e_2(t)$$

where, as before, $s(t)$ is the desired signal, $w(t)$ is the noise source signal, and $e_1(t), e_2(t)$ are the measurement and modeling error signals in the two microphones. As in the general problem, $s(t)$ and $w(t)$ are assumed to be sample signals from Gaussian random processes. The error signals $e_1(t), e_2(t)$ are white Gaussian noise processes. The unknown parameters $\theta$ are the impulse response coefficients $\{a_k\}$ and $\{b_j\}$ of the systems $A$ and $B$, the spectral parameters of the signals $s(t)$ and $w(t)$ denoted $\Phi_s$ and $\Phi_w$, respectively, and the variances $\sigma_{e_1}^2$ and $\sigma_{e_2}^2$ of the noises $e_1(t)$ and $e_2(t)$.

With these assumptions, the likelihood of the observations is given again by (5). However, with $C(\omega) = D(\omega) = 1$, the power spectrum matrix $\Lambda(\omega)$ is simplified to

$$\Lambda(\omega) = E\{Y(\omega)Y(\omega)^\dagger\}$$

$$= \begin{bmatrix} P_s(\omega) + A(\omega)P_w(\omega)A^*(\omega) + \sigma_{e_1}^2 & P_s(\omega)B^*(\omega) + A(\omega)P_w(\omega) \\ B(\omega)P_s(\omega) + P_w(\omega)A^*(\omega) & B(\omega)P_s(\omega)B^*(\omega) + P_w(\omega) + \sigma_{e_2}^2 \end{bmatrix}.$$  

We will assume again that $A(\omega)$ and $B(\omega)$ are frequency responses of FIR filters, i.e., their structure is given by (7). The orders of those FIR filters are assumed to be known, and are denoted $q_a$, $q_b$, respectively. The desired signal is assumed to be a sample from an AR process of a given order $p$, and thus $P_s(\omega)$ will have the structure of (8). We further assume that $w(t)$ is a white noise signal, i.e., $P_w(\omega)$ is constant. Even with these assumptions, the underlying ML problem is complicated, and again we will use the EM algorithm for its solution.

For applications such as LPC vocoding, where only the spectral parameters of the speech signals are required, solving this ML problem will explicitly provide these desired parameters. For applications where the speech signal is required, the MMSE estimate of the speech signal using the ML estimate of the parameters will be suggested. This MMSE estimate will be available for each current parameter value, as a byproduct, while implementing the E-step of the suggested EM algorithm.

B. Solution via the EM Algorithm

The complete data suggested for defining the EM algorithm, in the current context, are the set of signals $\{s(t), w(t), y_1(t), y_2(t)\}$. The complete data are chosen this way if indeed the signals $s(t)$ and $w(t)$, the input to the two channel system of (34), are observed, in addition to the signals $y_1(t)$ and $y_2(t)$, the output of this system, there will be a simple procedure for ML estimation of the parameters of this two-channel system.

Specifically, suppose that these complete data are available. To estimate the parameters, we will maximize its likelihood given by

$$L_\theta(s(t), w(t); \theta) = \log f_{s_1,y_1,s_2,y_2,w}(y_1(t), y_2(t), s(t), w(t); \theta)$$

$$+ \log f_{s_1,w}(s(t), w(t); \theta).$$  

The signals $y_1(t)$ and $y_2(t)$ are independent, given $s(t)$ and $w(t)$. The signals $s(t)$ and $w(t)$ are independent by
assumption, thus,

\[ L_{M} = \log \frac{f_{y|s,w}(y_{1}|s(t), w(t); \theta)}{f_{y}(y_{1}; \theta)} + \log \frac{f_{y_2|s,t}(y_{2}|s(t), w(t); \theta)}{f_{y_2}(y_{2}; \theta)} + \log \frac{f_{s}(s(t); \theta)}{f_{s}(s(t); \theta)} + \log \frac{f_{w}(w(t); \theta)}{f_{w}(w(t); \theta)}. \]  

\( (37) \)

Term I depends only on \( \{a_{k}\} \) and \( \sigma_{n}^{2} \) and is the log probability of the sequence \( e_{1}(t) \). Similarly, term II depends only on \( \{b_{k}\} \) and \( \sigma_{n}^{2} \) and is the log probability of the sequence \( e_{2}(t) \). Term III is the log probability of the stationary signal \( s(t) \) and depends only on its spectral parameters \( \phi_{s} \). Similarly term IV is the log probability of the stationary signal \( w(t) \) and depends only on its spectral parameters \( \phi_{w} \). Maximizing the likelihood of the complete data with respect to \( \theta \) is equivalent to maximizing each of the terms I-IV separately with respect to the parameters they depend on.

Thus, given the complete data, the parameters \( \phi_{s} \) are estimated by

\[ \hat{\phi}_{s} = \arg \max_{\phi_{s}} \sum_{\omega} \left[ \log P_{s}(\omega; \phi_{s}) + \frac{|S(\omega)|^{2}}{P_{s}(\omega; \phi_{s})} \right] \]  

\( (38) \)

and \( \phi_{w} \) are estimated by

\[ \hat{\phi}_{w} = \arg \max_{\phi_{w}} \sum_{\omega} \left[ \log P_{w}(\omega; \phi_{w}) + \frac{|W(\omega)|^{2}}{P_{w}(\omega; \phi_{w})} \right] \]  

\( (39) \)

where \( S(\omega) \) and \( W(\omega) \) are the Fourier transforms of \( s(t) \) and \( w(t) \), respectively, i.e.,

\[ S(\omega) = \frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} s(t)e^{-j\omega t} \]

\[ W(\omega) = \frac{1}{\sqrt{N}} \sum_{t=0}^{N-1} w(t)e^{-j\omega t}. \]

The maximization in (38) is sometimes simpler, e.g., when \( s(t) \) is assumed to be an AR process, in which case, as shown in the Appendix, maximizing (38) is equivalent to solving the Yule-Walker equation, using the sample autocorrelation of \( s(t) \). Similarly, solving (39) is sometimes simpler, and if \( w(t) \), the noise source signal, is a white noise signal, it is equivalent to finding the (constant) spectrum level \( P_{w} \) by

\[ \hat{P}_{w} = \frac{1}{N} \sum_{t=0}^{N-1} w^{2}(t) = \frac{1}{N} \sum_{\omega} |W(\omega)|^{2}. \]  

\( (40) \)

Estimating the impulse response coefficients, \( \{a_{k}\} \), and the variance, \( \sigma_{n}^{2} \), given the complete data, requires solving a least-squares problem, since

\[ \sigma_{n}^{2}, \{a_{k}\} = \arg \max_{\sigma_{n}^{2}, \{a_{k}\}} \frac{1}{N} \sum_{t=0}^{N-1} \left[ y_{1}(t) - s(t) - \sum_{k=0}^{q_{y}} a_{k}s(t-k) \right]^{2} + N \cdot \log \sigma_{n}^{2}. \]  

\( (41) \)

Similarly, estimating \( \{b_{k}\} \) and \( \sigma_{n}^{2} \) given the complete data requires solving the following least-squares problem:

\[ \sigma_{n}^{2}, \{b_{k}\} = \arg \max_{\sigma_{n}^{2}, \{b_{k}\}} \frac{1}{N} \sum_{t=0}^{N-1} \left[ y_{2}(t) - w(t) - \sum_{k=0}^{q_{y}} b_{k}s(t-k) \right]^{2} + N \cdot \log \sigma_{n}^{2}. \]  

\( (42) \)

The explicit solution of the least-squares problems implied by (41) and (42) is achieved by solving the following "normal" linear equations:

\[ \mathbf{R}_{w} \cdot \mathbf{a} = r_{y_{1y}} - r_{s} \]  

\( (43) \)

\[ \mathbf{R}_{s} \cdot \mathbf{b} = r_{y_{2y}} - r_{s} \]  

\( (44) \)

where \( \mathbf{R}_{w} \) is the correlation matrix of \( w(t) \) of order \( q_{w} \), i.e.,

\[ \mathbf{R}_{w} = \begin{bmatrix} r_{w}(0) & r_{w}(1) & r_{w}(2) & \cdots & \cdots & r_{w}(q_{w}) \\ r_{w}(1) & r_{w}(0) & \cdots & \cdots & \cdots & r_{w}(q_{w}) \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ r_{w}(q_{w}) & \cdots & \cdots & \cdots & r_{w}(2) & r_{w}(1) & r_{w}(0) \end{bmatrix} \]

\[ \text{where } r_{w}(k) = \frac{1}{N} \sum_{t=0}^{N-1} w(t)w(t-k). \]  

\( (45) \)
\( \mathbf{Q}_q \) is the order \( q_b \) correlation matrix of \( s(t) \):

\[
\mathbf{Q}_q = \begin{bmatrix}
    r_s(0) & r_s(1) & r_s(2) & \cdots & r_s(q_b) \\
    r_s(1) & r_s(0) & & & \\
    \vdots & \vdots & \ddots & \vdots & \\
    r_s(q_b) & \cdots & \cdots & r_s(2) & r_s(1) \\
\end{bmatrix}
\]

where \( r_s(k) = \frac{1}{N} \sum_{i=0}^{N-1} s(t) s(t-k) \). \( (46) \)

The vectors \( r_{sv} \), \( r_{sv} \), \( r_{sv} \), \( r_{sv} \) represent the appropriate cross correlation between the signals, e.g.,

\[
r_{sv}(0) \\
\vdots \\
r_{sv}(q_b)
\]

where \( r_{sv}(k) = \frac{1}{N} \sum_{i=0}^{N-1} s(t) w(t-k) \) \( (47) \)

and the vectors \( a \) and \( b \) are the unknown impulse response coefficients of the systems \( A \) and \( B \).

Observing the required procedures for maximizing the likelihood of the complete data, i.e., equations (38), (39) and (43), (44), we see that the sufficient statistics of the complete data contain quadratic terms, which are the sample autocorrelation (or the sample spectrum) and the sample cross correlation (or cross spectrum) of the various signals, in addition to the linear terms (i.e., the signals themselves). Thus, the E step of the algorithm (with the above choice of complete data) requires the expectations

\[
\hat{s}(t) = E \{ s(t) / y_1(t), y_2(t); \theta^{(n)} \} \quad (48a)
\]

\[
\hat{w}(t) = E \{ s(t) / y_1(t), y_2(t); \theta^{(n)} \} \quad (48b)
\]

and the quadratic terms

\[
\hat{r}_s(k) = E \{ r_s(k) / y_1(t), y_2(t); \theta^{(n)} \} \quad (49a)
\]

\[
\hat{r}_w(k) = E \{ r_w(k) / y_1(t), y_2(t); \theta^{(n)} \} \quad (49b)
\]

\[
\hat{r}_{sv}(k) = r_{sv}(k) = E \{ r_{sv}(k) / y_1(t), y_2(t); \theta^{(n)} \}. \quad (49c)
\]

We will implement the E step in the frequency domain, since for stationary processes with large observation time, the DFT coefficients at each frequency are statistically independent and can be processed separately. In each frequency \( \omega \), the observation may be written as

\[
\begin{bmatrix}
    Y_1(\omega) \\
    Y_2(\omega)
\end{bmatrix} = \begin{bmatrix}
    1 & A(\omega) \\
    B(\omega) & 1
\end{bmatrix} \cdot \begin{bmatrix}
    \hat{S}(\omega) \\
    \hat{W}(\omega)
\end{bmatrix}. \quad (50)
\]

The E step requires the conditional expectation of \( S(\omega), W(\omega), |S(\omega)|^2, |W(\omega)|^2, \) and \( S(\omega) W^*(\omega) \).

At each step of the algorithm, the current values of the parameters are used. We will denote by \( A^{(n)}(\omega) \) and \( B^{(n)}(\omega) \) the current estimate of the frequency responses of the unknown systems \( A \) and \( B \), and by \( P_s^{(n)}(\omega) \) and \( P_w^{(n)}(\omega) \) the current estimate of the power spectra of \( s(t) \) and \( w(t) \). Let \( H(\omega) \) denote the matrix

\[
H(\omega) = \begin{bmatrix}
    1 & A^{(n)}(\omega) \\
    B^{(n)}(\omega) & 1
\end{bmatrix} \quad (51)
\]

and let \( \Phi(\omega) \) and \( \Sigma \) denote the power spectra matrices

\[
\Phi(\omega) = \begin{bmatrix}
    P_s^{(n)}(\omega) & 0 \\
    0 & P_w^{(n)}(\omega)
\end{bmatrix}, \quad \Sigma = \begin{bmatrix}
    \sigma_s^2 & 0 \\
    0 & \sigma_w^2
\end{bmatrix}. \quad (52)
\]

The required conditional expectations are readily available, using linear estimation theory. These conditional estimates may be interpreted, in this case, as performing a two-channel Wiener filter (see Appendix) and calculating its error covariance matrix. Thus, the estimate of the linear terms is given by

\[
\begin{bmatrix}
    \hat{S}(\omega) \\
    \hat{W}(\omega)
\end{bmatrix} = K(\omega) \cdot \begin{bmatrix}
    Y_1(\omega) \\
    Y_2(\omega)
\end{bmatrix} \quad (53)
\]

where \( K(\omega) \) is the matrix

\[
K(\omega) = \Phi(\omega) \cdot H(\omega)^{-1} (H(\omega) \cdot \Phi(\omega))^{-1}. \quad (54)
\]

For the quadratic terms, we have to calculate the error covariance matrix of this Wiener filter, i.e.,

\[
\hat{\Phi}(\omega) = (\Phi^{-1}(\omega) + H(\omega) \cdot \Sigma \cdot H(\omega)^{-1})^{-1} \cdot \Phi(\omega) \cdot H(\omega)^{-1} \cdot H(\omega) \cdot \Phi(\omega)
\]

and the quadratic terms are obtained by

\[
M_s(\omega) = E \{ |S(\omega)|^2 / Y_1(\omega), Y_2(\omega) \}
\]

\[
= |\hat{S}(\omega)|^2 + \hat{\Phi}_{s1}(\omega) \quad (56)
\]

\[
M_w(\omega) = E \{ |W(\omega)|^2 / Y_1(\omega), Y_2(\omega) \}
\]

\[
= |\hat{W}(\omega)|^2 + \hat{\Phi}_{w1}(\omega) \quad (57)
\]

\[
M_{sw}(\omega) = E \{ S(\omega) W^*(\omega) / Y_1(\omega), Y_2(\omega) \}
\]

\[
= \hat{S}(\omega) \hat{W}^*(\omega) + \hat{\Phi}_{s2}(\omega). \quad (58)
\]

The E and M steps of the EM algorithm for maximizing the likelihood of the observations [given by (5) and (35)]
for this more general case may now be stated explicitly. Here, for simplicity, we will assume that we do not have to estimate \( \sigma_n^2 \) and \( \sigma_{nn}^2 \).

- **The E Step, the nth Iteration:**
  1. Calculate the conditional expectations \( \hat{S}(\omega) \) and \( \hat{W}(\omega) \) by (53).
  2. Calculate \( M(\omega), M_W(\omega), \) and \( M_{SW}(\omega) \) by (56)–(58).
  3. The signal estimates \( \hat{s}(t) \) and \( \hat{w}(t) \), and the correlation estimates \( \hat{r}_s(k), \hat{r}_w(k), \) and \( \hat{r}_{sw}(k) \), are achieved by inverse Fourier transforming \( \hat{S}(\omega), \hat{W}(\omega), M(\omega), M_W(\omega), \) and \( M_{SW}(\omega) \), respectively.

- **The M Step, the nth Iteration:**
  1. Solve the linear equations of (43) and (44) for \( a \) and \( b \), using the estimates \( \hat{r}_s(k), \hat{r}_w(k), \) and \( \hat{r}_{sw}(k) \) from the E step, and with

\[
\hat{r}_{ys}(k) = \frac{1}{N} \sum_{t=0}^{N-1} \hat{w}(t) y_i(t-k)
\]

\[
\hat{r}_{ys}(k) = \frac{1}{N} \sum_{t=0}^{N-1} \hat{s}(t) y_i(t-k).
\]

The result is the updated coefficients \( a^{(n+1)} \) and \( b^{(n+1)} \) of the systems \( A \) and \( B \).

- Update the spectral parameter estimate, by solving (38) and (39), using \( M(\omega) \) and \( M_W(\omega) \) instead of \( |S(\omega)|^2 \) and \( |W(\omega)|^2 \). For LPC parameters of the speech signal \( s(t) \), solve the Yule–Walker equations, using \( \hat{r}_s(k) \).

The EM algorithm above iterates, until some convergence criterion is met. This algorithm is summarized in Fig. 7.

**Further Research—Sequential Algorithms:** The procedures suggested in this section, and also in the previous section, are implemented in each iteration on the entire data. We, however, may also be interested in adaptive and sequential procedures, where in each iteration new measurements are processed and an updated segment of enhanced signal is produced. Examining the suggested batch procedure illustrated in Fig. 7, a sequential algorithm comes in mind. The Wiener filter of the E step will be replaced by the sequential Kalman filter, and the linear least-squares problems of the M step will be solved via a sequential RLS-type algorithm. This and other adaptive algorithms could potentially be an alternative to the LMS and RLS algorithms suggested for solving the least-squares problem that arises in Widrow’s approach in [2]. This possibility remains to be carefully explored. The details, the analysis, and experiments with this adaptive version are now under investigation and are the subject of further research; some initial results may be found in [17].

VI. EXPERIMENTAL RESULTS

The EM algorithm for both the simplified scenario of Section IV and the more general scenario of Section V has been implemented. In this section we discuss the results.

**A. The Simplified Scenario**

The EM algorithm developed in Section IV has been implemented with \( s(t) \), a speech signal, and \( y_2(t) \), a band-limited noise signal, with a flat spectrum from 0 to 3 kHz. The FIR filter \( A(z) \) was of order 10. \( y_1(t) \) was generated according to Fig. 4, and the SNR in \( y_1(t) \) was approximately −20 dB. The level of the independent noise source \( e(t) \) was 20 dB below the level of \( w(t) \). The results were compared to a “batch” version of the least-squares algorithm, corresponding to estimating the \( \{a_k\} \)’s via the least-square problem

\[
\min_{\{a_k\}} \sum_t \left( y_i(t) - \sum_{k=1}^q a_k y_2(t-k) \right)^2
\]

and then cancelling the noise and estimating the signal as

\[
s(t) = y_i(t) - \sum_{k=1}^q a_k y_2(t-k).
\]

Both algorithms produced good enhancement of the speech signal, and although there were perceptible differences, the overall quality of both was similar.

The direct least-squares approach assumed that \( y_2(t) \) and \( s(t) \) are uncorrelated, and this assumption is critical. Our algorithm does not require this assumption. In a second experiment, \( y_2(t) \) included a delayed version of the speech signal, as illustrated in Fig. 8. (Note that this scheme is different than the scheme considered in the more general scenario, since we have a direct measurement of the input to the system \( A(z) \).)

In a second experiment, the levels of \( w(t) \) and \( e(t) \) were as before, so that the SNR in \( y_1(t) \) was again approximately −20 dB. The direct least-squares approach cancelled part of the signal, together with the noise, resulting in poor quality. In comparison, the performance of our algorithm was still good.

**B. The More General Scenario**

The scenario assumed in Section V was simulated, where again \( s(t) \) was a speech signal and \( w(t) \) was a white noise signal. In order to simulate a realistic scenario, we
assumed a living room environment with signal and noise source located as illustrated in Fig. 9. We used a simulation program developed by Peterson [18], and we generated FIR impulse responses having 2000 coefficients each, for the systems \( A \) and \( B \). The first 500 coefficients of these impulse responses are plotted in Fig. 10. Monitoring the level of the noise source, we have considered the cases of +20, 0, and -20 dB SNR in \( y(t) \). In all these experiments, the levels of \( e_1(t) \) and \( e_2(t) \) were 20 dB below the level of \( w(t) \).

We have implemented the EM algorithm described in Section V, where we assumed that the level of the white
noise signals $w(t)$, $e_1(t)$, and $e_2(t)$ are known. The results were compared to the least-squares method, by informal listening. Both algorithms estimated up to 500 coefficients of the impulse response. In all SNR levels, our algorithm performed better, and its output, unlike the least squares output, was reverberation free.

At high SNR (+20 dB), the output of the least-squares method output sounded worse than the unprocessed measurement signal, due to the signal cancelling effect. The output of our method sounded better than the original measurement signal.

At 0 dB, the least-squares output sounded better than the measurement signal. However, it sounded much worse than the output of our algorithm, which at this SNR level generated an almost clean signal.

At -20 dB SNR, the output of the ML method sounded better than the least-squares method. However, the distinction between the two was not as significant as in the case of 0 dB SNR. This is perhaps a result of the fact that in order to generate a low SNR, we increased the level of the noise source, which resulted in a high noise-to-signal ratio in the reference microphone, which in turn resulted in a lower signal cancellation since the situation becomes closer to that assumed by the least-squares method.

**APPENDIX A**

**MAXIMUM LIKELIHOOD PARAMETER ESTIMATION OF AN AR PROCESS WITH LONG OBSERVATION TIME**

Let $s(t)$ be a sample function from a Gaussian stationary AR process. Suppose that $s(t)$ has been observed in the time window $0 \leq t \leq N - 1$. We want to estimate the AR parameters using the ML criterion. If the observation window is long enough, maximizing the likelihood of the observation is equivalent to minimizing (25), where the power spectrum $P_s(\omega)$ of the process is given by (8), i.e., we have to minimize

$$
\sum_\omega \log G - \log \left[ \sum_{j=0}^{p} h_j e^{j\omega j} \right]^2 + \frac{\left| S(\omega) \right|^2 \cdot \left[ \sum_{j=0}^{p} h_j e^{j\omega j} \right]^2}{G}
$$

where $h_0 = -1$.

We take now the derivatives of (60) with respect to $\{h_k\}_{k=1}^p$. Then, setting the derivatives equal to zero, we get

$$
\text{Re} \left\{ \sum_\omega \left[ \frac{e^{j\omega k}}{G} + \frac{1}{G} \cdot \left| S(\omega) \right|^2 \cdot \sum_{j=0}^{p} h_j e^{j\omega (j-k)} \right] \right\} = 0 \quad k = 1, \cdots, p.
$$

For large $N$, however,

$$
\sum_\omega \frac{e^{j\omega k}}{G} \approx \frac{1}{2\pi} \int^{-r}_{-r} e^{j\omega k} \ d\omega = 0 \quad \text{for } k > 0
$$

where the equality to zero can be shown following, e.g., the technique in [19, eqs. (14) and (15)]. Thus, (61) is equivalent to

$$
r_k - \sum_{i=1}^{p} h_i r_{i-k} = 0 \quad k = 1, \cdots, p
$$

where $r_k$ is the $k$th sample correlation coefficient, which is achieved by inverse Fourier transforming the sample power spectrum $|S(\omega)|^2$, i.e.,

$$
r_k = \frac{1}{N} \sum_{\omega} \left| S(\omega) \right|^2 e^{j\omega k}.
$$

Similarly, taking the derivative with respect to $G$, we get

$$
\frac{1}{G^2} \sum_\omega \left[ G - \sum_{i=0}^{p} \sum_{n=0}^{p} h_i h_n \left| S(\omega) \right|^2 e^{j\omega (i-n)} \right] = 0
$$

which is equivalent to solving

$$
G = \sum_{i=0}^{p} \sum_{n=0}^{p} h_i h_n r_{i-n}.
$$

Since $h_0 = -1$ and $\{h_k\}_{k=1}^p$ satisfy (63), we get

$$
G = r_0 - \sum_{k=1}^{p} h_k r_k.
$$

Thus, the AR parameters are estimated by (63) and (67) which are the Yule-Walker equations, using the sample correlation coefficients $\{r_k\}$.

**APPENDIX B**

**MULTICHANNEL WIENER FILTER**

Suppose that a $k$-component signal vector $s(t)$ is passing through a given multiinput, multioutput linear system $\mathcal{H}$, generates an $m$-component output signal which is measured with additive noise, i.e., we measure

$$
y(t) = \mathcal{H} \{ s(t) \} + n(t).
$$

In the frequency domain, we may write

$$
Y(\omega) = H(\omega) \cdot S(\omega) + N(\omega)
$$

where $S(\omega)$ is the $(1 \times k)$ Fourier transform of $s(t)$, $N(\omega)$ is the $(1 \times m)$ Fourier transform of $n(t)$, $Y(\omega)$ is the $(1 \times m)$ Fourier transform of $y(t)$, and $H(\omega)$ is the $(k \times m)$ frequency response of $\mathcal{H}$.

Suppose the signals are observed throughout the time axis, $-\infty \leq n \leq \infty$. Also assume that $s(t)$ and $n(t)$ are sample signals from zero-mean stationary Gaussian processes with the power spectra matrices

$$
\Phi_s(\omega) = E \{ S(\omega) S(\omega)^\dagger \},
$$

$$
\Phi_n(\omega) = E \{ N(\omega) N(\omega)^\dagger \}.
$$

The minimum mean square estimate of the signal vector $s(t)$ is the noncausal Wiener filter. This Wiener filter is expressed in the frequency domain, and is given by (see
The error covariance matrix is given by (again from [20])
\[
\mathbf{P}(\omega) = E\left\{ (S(\omega) - \hat{S}(\omega))(S(\omega) - \hat{S}(\omega))^* \right\} = \Phi(\omega) \cdot \hat{\Phi}(\omega) + \hat{\Phi}(\omega) \cdot \hat{\Phi}(\omega)^* + \hat{\Phi}(\omega)^* \cdot \hat{\Phi}(\omega).
\]
(72)

which in the scalar case and \( H(\omega) = 1 \) reduces to the familiar Wiener filter form
\[
\hat{S}(\omega) = \frac{\Phi(\omega)}{\Phi(\omega) + \hat{\Phi}(\omega)} \cdot Y(\omega).
\]

For the two-channel case considered in Section V, with the power spectra and \( H(\omega) \) defined as in (52) and (51), the multichannel Wiener filter (71) and (72) reduces to (53) and (55).
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