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of the capital $b_{i+1}$, such that
\begin{equation}
    b_{i+1} = \frac{2^{-R(x_i \cdots x_0)}}{2^{-R(x_i \cdots x_0)} + 2^{-R(x_i \cdots x_0)}}
    \frac{2^{-R(x_i \cdots x_0)}}{2^{-R(x_i \cdots x_0)} + 2^{-R(x_i \cdots x_0)}},
\end{equation}
where $x_i \cdots x_0$ is the sequence $x_i \cdots x_o$, extended by 0, and \( R(\cdot) \) is the shortest code length needed to represent the string $x_i \cdots x_0$. When wagers are paid at even odds the capital available after $n$ bets is
\begin{equation}
    S_n = S_0 \cdot 2^n - R(x_i \cdots x_0),
\end{equation}
where $S_0$ is the initial capital and \( K(x_i \cdots x_0)/n \) is the shortest normalized code length (Kolmogorov's complexity) of $x_i \cdots x_0$.

In this correspondence we analyze universal gambling on each specific sequence in a constrained scheme where the amount wagered on the future outcome of the sequence is determined by a finite state (FS) machine. More precisely, let the first $n$ outcomes of some experiment be denoted, as before, $x_n = x_i \cdots x_0$ where, for simplicity, we consider a binary outcome sequence although the results can easily be extended to any finite alphabet. Let $b_{i+1}$ be the fraction of the capital wagered at time $i$ on that the $(i+1)$st outcome is "0" (of course a fraction $1 - b_{i+1}$ is wagered on that the outcome is "1"). A fair play is assumed, i.e., wagers are paid at even odds. A gambling procedure, defined by a finite state machine, is a function of the state $s_i$ and the outcome $x_i$ at time $i$:
\begin{equation}
    b_{i+1} = f(s_i, t_i),
\end{equation}
where the state sequence is generated according to
\begin{equation}
    s_{i+1} = g(s_i, x_i).
\end{equation}
In the first part of the correspondence, we find an explicit expression for the maximal capital achieved by any FS machine. This bound on the performance has the form
\begin{equation}
    S_n \leq S_0 \cdot 2^{\sum (-HFS(x_i))},
\end{equation}
where $HFS(x_i)$, which is a measure based on the empirical entropy of $x_i$, is defined here as the finite state complexity of $x_i$. Unlike Kolmogorov's complexity, this measure can be decided from the given observation sequence.

An alternative definition for the finite state complexity is provided through the work of Ziv and Lempel, [9], [10] on universal lossless compression. In this work, a universal compression algorithm (LZ algorithm) is presented and its performance is used to determine bounds on the compressibility of the given sequence using a finite state encoder. Intuitively, following the notion of [1], [2], compression is related to the capital gain in gambling. In the second part of the correspondence, we suggest a gambling scheme related to the LZ compression algorithm and calculate the capital gain associated with that scheme. This gambling scheme is based on the interpretation of the LZ algorithm observed in [11], [12]. Using properties of the LZ algorithm it will be shown that the exponential growth rate of the capital exceeds, asymptotically, the capital growth rate achieved by any FS machine. Note that, in addition to its theoretical importance, the proposed gambling scheme provides a specific readily implementable sequential gambling scheme which can take advantage of the compressibility of the outcome sequence to achieve capital gain.

Another result, discussed in this correspondence, generalizes the idea used in deriving the gambling method induced by the LZ algorithm and suggests a class of practical gambling methods based on a class of sequentially adaptive variable-to-variable length (VV) lossless compression methods. In any of these methods the capital is doubled for every bit compressed.

The sequential gambling problem raises, at least implicitly, the sequential prediction problem. The general finite state sequential prediction formula can be written as
\begin{equation}
    \hat{a}_{i+1} = \hat{p}(s_i, t_i),
\end{equation}
where the state sequence is generated as in (6). The optimal FS prediction is also determined, and the relationship between the finite state complexity and the fraction of prediction errors along the given outcome sequence is investigated.

The general analysis of sequential gambling schemes, the maximal capital gain and the definition of the finite state complexity will be presented in the next section. The proposed gambling procedure, related to the Lempel-Ziv algorithm, its analysis, and the asymptotic behavior of the achievable capital gain of any FS machine will be discussed in Section III. In Section IV, the performance of the general class of gambling schemes based on a class of sequentially adaptive variable-to-variable length compression methods will be analyzed. The FS prediction will be discussed in Section V and conclusions are presented in Section VI.

II. Finite State Gambling: BOUNDS AND GENERAL RESULTS

A. Finite State Gambling

Let the outcome sequence be a binary sequence as previously defined. Assume that the initial capital is $S_0$ and define $x_0$ arbitrarily to be 0. With these definitions the FS sequential gambling is totally determined by the functions $f(\cdot, \cdot)$ and $g(\cdot, \cdot)$ of (5) and (6). Note that the range of $f(\cdot, \cdot)$ is the real interval $[0, 1]$, while the range of $g(\cdot, \cdot)$ is the finite state set, which for the case of $K$ states can be the set $\{1, \ldots, K\}$.

When the finite state machine used for gambling is given, the capital that we have after $n$ wagers were made, observing the sequence $x_n = x_0 \cdots x_n$, is calculated as follows.

Theorem 1: Let $n(s, x)$ be the number of times in the sequence that the state $s = s_i$ and the corresponding outcome $x = x_i$. Let $n(s, x, 0)$ be the number of times that the next outcome $x_{i+1} = 0$. Clearly $n(s, x, 0) + n(s, x, 0) = n(s, x)$. Define $\alpha = n(s, x, 0)/n(s, x)$. Then, the final capital at time $n$ is given by
\begin{equation}
    S_n = S_0 \cdot 2^{n(1 - \alpha \log f(s, x) - (1 - \alpha) \log (1 - f(s, x))}.\]
\end{equation}

Proof: Suppose that at time $i$ the available capital is $S_i$. An amount of $b_{i+1} S_i$ is wagered on "0." Since wagers are paid at even odds the capital available after the outcome $x_{i+1}$ is known as
\begin{equation}
    S_{i+1} = 2b_{i+1} S_i, \quad \text{if } x_{i+1} = "0", \quad S_{i+1} = 2(1 - b_{i+1}) S_i, \quad \text{if } x_{i+1} = "1",\]
\end{equation}
or
\begin{equation}
    S_{i+1} = 2S_i \delta(b_{i+1}, x_{i+1}), \quad \text{where } \delta(b_{i+1}, x_{i+1}) = b_{i+1} \text{ if } x_{i+1} = "0", \quad \delta(b_{i+1}, x_{i+1}) = 1 - b_{i+1} \text{ if } x_{i+1} = "1".\]
\end{equation}

We can now use (10) recursively and get the final $S_n$ in terms of the initial capital:
\begin{equation}
    S_n = S_0 \prod_{i=0}^{n-1} 2S_i \delta(b_{i+1}, x_{i+1}) = S_0 \cdot 2^n \cdot 1 - \alpha \log f(s, x) - (1 - \alpha) \log (1 - f(s, x)).\]
\end{equation}
Arranging the summation in the exponent according to the states and recalling that $h(s, x) = f(s, x)$ leads to (9). □

The interesting problem, of course, is to find the maximal capital gain in this context of gambling using finite state machines. This requires the maximization of (9) with respect to $f(s, x)$ and the initial state. While it is hard to solve analytically, this general maximization problem, determining the wagering function $f(s, x)$, is an easy task given the state sequence.

Theorem 2: The finite state wagering function that yields the maximal capital gain for a given state sequence and a specific outcome sequence $x_0^n$, is given by

$$f(s, x) = m(s, x) - \frac{n(s, x, 0)}{n(s, x)}.$$  

(12)

The capital obtained after $n$ wagers was made with this scheme is

$$S_n = S_0 - 2^{m(1 - \sum_{s, x} n(s, x, 0)/n(s, x))},$$  

(13)

where $h(a) = -a \log a - (1 - a) \log (1 - a)$ is the binary entropy of the fraction $a$.

Proof: In order to maximize the capital gain we have to minimize the summation in the exponent of (9). Since we assume that the state sequence is given, $n(s, x)$ and $x(s, x)$ are known for the specific outcome sequence. Since $\alpha$ can have a different value for each $s$ and $x$, we can minimize each term in the summation separately, and get each optimal value of $f(s, x)$. Using Jensen’s inequality (or directly),

$$\arg \min_{f} \left[ -a \log f - (1 - a) \log (1 - f) \right] = \alpha$$  

(14)

and the value of the minimum is just the binary entropy $h(a)$. □

It is important to note that although the optimal gambling scheme derived in Theorem 2 above is sequential, as required, it is not found sequentially. The gambling specification requires the knowledge of quantities like $n(s, x, y)$, which depend on the entire sequence. This observation emphasizes the importance of the constructive result later in the correspondence, which provide a specific, nonanticipating, sequential gambling procedure.

B. Finite State Complexity

Using the previous result (2) in analogy to the results in [1], we can define a state dependent complexity measure of the specific outcome sequence $x_0^n$ based on its conditional empirical entropy with respect to the state sequence. This measure will be a function of the transition rule $g(s, x)$ and the initial state $x_0$, and will be denoted as

$$H_{K, x_0}^{FS}(x_0^n) = \sum_{x, x_0} \frac{N(s, x)}{n} \sum_{j = 0.1} \frac{n(s, x, j)}{n(s, x)} \log \frac{n(s, x, j)}{n(s, x)},$$  

(15)

We then define the finite state (actually the $K$-state) complexity measure of the given outcome sequence as

$$H^{FS, K}(x_0^n) = \min_{g \in G_K, x_0} H_{K, x_0}^{FS}(x_0^n).$$  

(16)

where $G_K$ is the set of all $K^{2K}$ transition functions that correspond to FS machines with $K$ states. This minimization can always be accomplished since we have to search over a finite set. Clearly, the capital in any $K$-state sequential gambling scheme, after $n$ bets, is upper bounded by

$$S_n \leq S_0 - 2^n \left(1 - H^{FS, K}(x_0^n)\right).$$  

(17)

Define now the following limit supremum:

$$H^{FS, K}(x_0^n) = \limsup_{n \to \infty} H^{FS, K}(x_0^n),$$  

(18)

where $x = x_1 \cdots x_n$ is an infinite sequence. The limit supremum (18) provides an upper bound for the asymptotic growth rate of the capital as the length of the outcome sequence becomes large, i.e.,

$$\liminf_{n \to \infty} \frac{S_n}{S_0} \leq 1 - \limsup_{n \to \infty} H^{FS, K}(x_0^n) = 1 - H^{FS, K}(x_0^n) - r_{FS, K}(x).$$  

(19)

This growth rate depends on the number of states, $K$. As in [9] we consider the asymptotic performance as the number of states goes to infinity, and we define the finite state complexity as

$$H^{FS}(x) = \lim_{K \to \infty} \left[ \limsup_{n \to \infty} H^{FS, K}(x_0^n) \right]$$  

$$= 1 - \lim_{K \to \infty} r_{FS, K}(x) = 1 - r_{FS}(x).$$  

(20)

where the limit for $K$ always exists since the empirical entropy, for each $n$ and thus for its limit supremum, monotonically decreases with $K$.

Following the relation between the gambling yield and the complexity of the outcome sequence, as discussed in [1], the definition (20), of the asymptotic minimum of the state-dependent conditional empirical entropy as the finite state complexity of $x$ is motivated. The similarities to the definition of the compression ratios in [9] are also noted.

III. GAMBLING USING THE LEMPEL–ZIV COMPRESSION ALGORITHM

The universal data compression algorithm suggested by Lempel and Ziv encodes variable length source strings according to a dictionary that contains past strings of the given sequence. The dictionary is updated sequentially according to the source symbols that have just been encoded. During the encoding process the input string is parsed into substrings. The complexity measure of a given sequence, as defined by Ziv and Lempel, is based on the number of parsed substrings, denoted $c(x_0^n)$, in the given sequence, $x_0^n$. A more detailed description of the Lempel–Ziv algorithm can be found in [9].

In an interpretation of this procedure observed in [11], [12], the parsing is performed according to a sequence of dictionaries, each satisfies the prefix condition and thus can be represented by leaves of a tree. This representation of variable-to-block coding methods was first suggested in [13]. Now in the LZ method, for binary strings, the initial tree is {0, 1}, i.e., a tree containing a root and two leaves. At each step we use the current dictionary to parse a string by following the path from the root to the leaf that corresponds to the source symbols. After a string is parsed, a new dictionary is generated by splitting the leaf that corresponds to the string $v$ just parsed, making it an internal node and adding to the dictionary the two words $\{v, 0, 1\}$ corresponding to the leaves descending from it.

As an example, the sequence 0101010101010 is parsed into {0, 01, 010, 1, 0100, · · ·}. The first few dictionaries, represented by trees, generated by this sequence are shown in Fig. 1. We
associate to each node in the dictionary trees a weight that is the number of leaves that belong to the subtree whose root is this node. Thus, all the leaves in the tree get the number 1, the root gets the total number of leaves, and the weight associated with each node is the sum of the weights associated with all its descendants.

With this interpretation, the following gambling scheme is proposed. As previously defined, the source symbols define paths in the dictionary trees; thus following $v = x_1\ldots x_i$ we reach some node in a dictionary tree. Each possible new outcome, $x_{i+1}$, determines a specific direction in the dictionary tree to continue the path. The amount $b_{i+1}$ wagered on the event that, say, this outcome, is "0" will be the ratio between the weight of the child node that correspond to this outcome sequence and the weight of the child node that correspond to the outcome sequence $(v0)$. After the bet is made and $x_{i+1}$ is known, the pointer moves to the corresponding child node, or, if this child node is a leaf, the tree is extended recursively (and ignoring end effect, i.e., assuming that the outcome sequence ends with a parsed substring), the capital at the end of the outcome sequence can be expressed as

$$S_n = S_0 \frac{2i}{k_j} = S_0 \frac{2^n}{(2-3\cdots\cdot(\log(c(x_i^j)+1))} $$

Since (20) and it was not related to the LZ complexity. We can now use a property of the LZ parsing, referred to as Ziv's inequality, that provides a lower bound for the finite state complexity, (15), and thus an upper bound on the finite state gambling yield, in terms of the quantity $c(x_i^j)$. This bound holds for any state sequence and thus it will also be a bound for (16), for all finite $K$. This result is summarized in the following theorem (originally shown in [14]) presented here in the context of gambling.

**Theorem 4:** Let the number of states in a finite state machine be $K$. For any $n$ and any finite sequence $x_1^n = x_1 \ldots x_n$, the finite state complexity, $H_{FS,K}(x_1^n)$, is lower-bounded by

$$H_{FS,K}(x_1^n) \geq \frac{-c(x_1^n) \log c(x_1^n)}{n} - \delta(c(x_1^n), K, n)$$

and thus the capital achieved by the gambling scheme based on the LZ algorithm, after $n$ bets, satisfies

$$S_n \geq S_0 2^n [1 - H_{FS,K}(x_1^n) - \delta(c(x_1^n), K, n)]$$

where, for a fixed $K$, $\delta(c(x_1^n), K, n) \to 0$ and decays uniformly for all $x_1^n$ as $O(\log n/\log n)$.

The proof of this theorem is provided in [15] and [14]. A simpler and more intuitive proof, based on the interpretation of [11], can also be constructed as shown in [16].

Summarizing the results of the previous theorems we see that first, from Theorem 5, for each finite sequence length, $n > 0$, there exists a finite state gambling scheme of $K(n)$, the scheme based on the Lempel-Ziv algorithm, for which, the exponential growth rate, $r_{LZ}(x_1^n)$, is at least $1 - n^{-c(x_1^n)\log(c(x_1^n)+1)}$. Second, from Theorem 6, when we compare this scheme to any scheme with a finite, fixed, number of states, then $r_{LZ}(x_1^n) \geq r_{FS,K}(x_1^n) - \delta(c(x_1^n), K, n)$. As we let $n \to \infty$, the growth rates of the Lempel-Ziv and the finite state gambling schemes converge.
where \( x = x_1, \ldots, x_n \) is now an infinite sequence. This is true for any finite \( K \). Letting \( K \) go to infinity in (26), we get (since the left-hand side is independent of \( K \))

\[
\lim_{n \to \infty} H^{FS,K}(x) = r_{FS}(x),
\]

where \( r_{FS}(x) = 1 - H^{FS}(x) \) is defined in (20).

Still, one can say that the domination of the scheme based on the Lempel–Ziv compression is due to an unfair comparison between an infinite state machine and a finite state one. To make this comparison fair, we investigate a “blocked” scheme based on the Lempel–Ziv algorithm in which the dictionary construction process is initialized at the beginning of each block. When the block size is \( n \), this blocked scheme has a finite number of states, even when we gamble on the infinite sequence \( x \). The rate of the blocked scheme will be denoted \( r_{LZ}(x,n) \), and in the following theorem it is compared to the finite state exponential growth rate, \( r_{FS}(x) \).

**Theorem 5:** For any infinite outcome sequence \( x = x_1, \ldots, x_n, \ldots \) and any \( \epsilon > 0 \), there exists a finite \( K(\epsilon) \), such that the rate of the blocked LZ scheme satisfies

\[
r_{LZ}(x,n) \geq r_{FS}(x) - \delta(K(\epsilon),n),
\]

where \( \lim_{n \to \infty} \delta(K(\epsilon),n) = \epsilon \).

**Proof:** The exponential capital growth of the blocked LZ gambling method is, by definition,

\[
r_{LZ}(x,n) = \lim_{K \to \infty} \inf_k \frac{1}{k} \sum_{i=1}^{k} \left[ 1 - \frac{1}{n} \log [c(x^i) + 1] \right],
\]

where \( x^i \) is the \( i \)-th block. Now from Theorem 6,

\[
1 - \frac{1}{n} \log [c(x^i) + 1] \geq 1 - H^{FS,K}(x^i) - \delta(K,n).
\]

Also,

\[
H^{FS,K}(x^1 \cdots x^k) \geq \frac{1}{k} \sum_{i=1}^{k} H^{FS,K}(x^i),
\]

where \( x^1 \cdots x^k \) is the concatenation of the \( k \) blocks, and (31) is true since, by definition, each term in the RHS is minimized separately. Thus, combining (20) and (31), we get

\[
r_{LZ}(x,n) \geq 1 - \limsup_{n \to \infty} \frac{1}{k} \sum_{i=1}^{k} H^{FS,K}(x^i) - \delta(K,n)
\]

\[
\geq 1 - \limsup_{n \to \infty} H^{FS,K}(x) - \delta(K,n).
\]

Now from the definition, (20), for any \( \epsilon > 0 \) there exists \( K(\epsilon) \) such that \( H^{FS,K}(x) \leq H^{FS}(x) + \epsilon \). Thus, we get

\[
r_{LZ}(x,n) \geq 1 - H^{FS}(x) - \epsilon - \delta(K(\epsilon),n)
\]

\[
= r_{FS}(x) - \delta(K(\epsilon),n),
\]

where \( \delta(K(\epsilon),n) = \epsilon + \delta(K(\epsilon),n) \), whose limit as \( n \) goes to infinity is \( \epsilon \).

We note the similarity between this theorem and Theorem 2 in [9]. We also recall that the entropy estimate of the Lempel–Ziv compression algorithm, for each sequence, is \( H^{LZ}(x) = n^{-1} \log c(x) \). Thus, the results of this section state that, asymptotically, the optimal but yet achievable finite state sequential gambling scheme provides an increase of the capital by a factor of \( \exp(1 - H^{LZ}(x)) \) per each bet, an intuitively appealing result.

As a final note we can also use an additional property of the LZ data compression algorithm that states that if the outcome sequence is generated by a stationary ergodic source then \( n^{-1} c(x) \log c(x) \to \mathbb{E} \) with probability 1. Thus, when we use the universal gambling scheme to gamble on the outcome of an ergodic source we achieve, with probability 1, the optimal exponential growth rate without having to know in advance the source’s probability model.

**IV. GAMBLING USING A CLASS OF VARIABLE-TO-VARIABLE LENGTH (VV) COMPRESSION METHODS**

The gambling scheme based on the LZ compression algorithm just presented was very useful in determining the asymptotic performance of finite state gambling schemes. However, its main importance lies, maybe, in the fact that it provides a specific, readily implementable, gambling procedure whose performance was analyzed and shown to have desired properties. This analysis can be extended to a class of variable-to-variable length, lossless, compression methods. In this section, we describe the class and show that, for each of these schemes, the capital is doubled for every bit compressed.

Variable-to-variable length (VV) source coding can be achieved by encoding source words, of variable size, using code words of variable size. The encoded source words are listed in a dictionary while the codewords are listed in a codebook. In the class of VV source coding methods, considered here, the source word dictionary is “complete,” i.e., the lengths of source words in the dictionary satisfy Kraft’s inequality, with equality. We also allow “adaptive” coding in which the dictionary and the codebook can vary after each source word is encoded in a sequential fashion. An example of a dictionary tree and a codebook for encoding the dictionary entries is shown in Fig. 2.

The gambling procedure based on any VV compression method from the class previously described and its performance, is presented as follows.

**Theorem 6:** For each VV compression method, as described above, there exist a sequential gambling scheme such that if a source sequence of length \( n \) is encoded by a sequence of codewords of total size \( l \), the capital \( S_t \) after gambling on the outcome of the source sequence satisfies

\[
S_n \geq S_0 \exp[l + \epsilon],
\]

where \( S_0 \) is the initial capital.
The capital gain when gambling on a string that corresponds to a specific source word, consider the tree along the path, similar to the procedure used in the LZ gambling. The multiplication of the weights along each path is bounded by $2^{-l(s)}$, where $l(s)$ is the codelength associated with the leaf that ends the path $s$. The capital gain when gambling on a string that corresponds to this path $s$ is

$$2^{l(s)} \frac{2^{-l(s)}}{\sum_x 2^{-l(x)}},$$

where $\sum_x 2^{-l(x)}$ is the root weight that is the sum of the weights of all the leaves. Since $\sum_x 2^{-l(x)} \leq 1$ due to Kraft's inequality (for the codebook), the capital gain is lower bounded by $2^{-l(s)}$.

Now, the sum of the lengths of the source words is the total source length $n$. The sum of the lengths of the codewords is the total code length $I$. The total capital gain is a multiplication of terms like (35); noticing that this multiplication results in a summation in the exponent, the total capital gain is lower bounded by $2^{-I}$. $\square$

We note that variable source length compression algorithms can also be based on dictionaries that do not satisfy the prefix condition. The tree representing the dictionary of size $n$, the maximum number of correct predictions over $x^n$ of any finite state predictor with $K$ states is bounded by

$$n_{c,K}(x^n) \leq h^{-1}(H_{FS,K}(x^n)) n,$$

where $h^{-1}(x)$, $1/2 \leq x \leq 1$, is the inverse of the binary entropy function.

Proof: Let $g$ and $s$ define a state sequence of a FS machine used for prediction and denote by $n_{c,s} = \sum_x (n(s, x, \hat{x})$ the number of correct guesses when this state sequence together with $x^n$ is used for prediction. Because the binary entropy function is concave, we can write

$$H_{FS,K}(x^n) = \sum_{x, \hat{x}} \frac{n(s, x)}{n} h\left(\frac{n(s, x, \hat{x})}{n(s, x)}\right)$$

$$\leq h\left(\sum_{x, \hat{x}} \frac{n(s, x)}{n} \frac{n(s, x, \hat{x})}{n(s, x)}\right)$$

$$= h\left(n_{c,s} / n\right).$$

Now, $1/2 \leq n_{c,s} / n \leq 1$, and since $h(x)$ is monotonically decreas-
ing for $1/2 < x < 1$, we get

$$n_t \leq h^{-1}\left(\frac{H_{FS,K}(x^*_t)}{c(x^*_t)}\right). \quad (40)$$

Let $g'$ and $x'$ be the state sequence generator and the initial state of the $K$-state machine that leads, together with (36), to the maximum number of correct predictions, $n_{g'}^K$. Let $H_{FS}^K(x^*_t)$ be the empirical entropy associated with this state sequence. From the definition, (16), $H_{FS,K}(x^*_t) \leq H_{FS}^K(x^*_t)$. Using this, the monotonicity of $h^{-1}(\cdot)$, and (40), we get

$$n_{g'}^K \leq h^{-1}\left(\frac{H_{FS}^K(x^*_t)}{c(x^*_t)}\right) \cdot n \leq h^{-1}(H_{FS,K}(x^*_t)) \cdot n. \quad (41)$$

In general, the optimal state sequence for gambling, i.e., the state sequence that achieves $H_{FS,K}(x^*_t)$, may not be the state sequence that minimizes the number of prediction errors. Suppose we use the state sequence that corresponds to the optimal $K$-state machine for gambling, i.e., the state sequence that is found in the minimization of (16) together with the prediction function (36) to make predictions and let $n_{FS}^K$ be the number of correct prediction associated with this prediction scheme. Define $\hat{p}^{FS,K} = n_{FS}^K/n$ and $\rho^{FS,K} = n_{FS}^K/n$ as the fraction of correct predictions associated with the state sequence for gambling and the optimal state sequence for prediction, respectively. By definition, $\hat{p}^{FS,K} \leq \rho^{FS,K}$, but from (41)

$$\hat{p}^{FS,K} \leq \rho^{FS,K} \leq h^{-1}\left(\frac{H_{FS,K}(x^*_t)}{c(x^*_t)}\right). \quad (42)$$

Thus, given the optimal state sequence for gambling, we can calculate upper and lower bounds on the optimal size of the state sequence. Depending on the diversity of the correct prediction fractions that correspond to each state, these bounds may be loose or tight. Since the number of correct predictions is an integer, then if $\hat{H}_{FS,K}(x^*_t) = n \rho^{FS,K} - n + 1$, we must have $\hat{p}^{FS,K} < \rho^{FS,K}$, i.e., in this case the optimal state sequence for gambling leads, with (36), to the minimum number of prediction errors and thus it is the optimal state sequence for prediction as well.

We have provided here only a preliminary analysis of the FS prediction problem, where we have focused on the relation between the FS prediction and the FS gambling. The FS prediction problem is investigated in depth in [16].

VI. SUMMARY AND CONCLUSION

Sequential gambling using a finite state machine has been defined and analyzed and the optimal achievable capital gain has been obtained. The exponential growth rate of the capital, i.e., $1/n \log S_x/S_0$, has been considered. The quantities given by (15)-(20), which are based on the empirical conditional entropy of the outcome sequence, have been used to define the finite state complexity $H_{FS}$ and, as expected, it was shown that the exponential growth rate of the capital has the form of $1 - H_{FS}$.

A specific sequential gambling scheme based on the Lempel–Ziv compression algorithm has been presented. The explicit determination of the probability estimate induced by the Lempel–Ziv compression algorithm, as noted in [11] and [12], is emphasized by the results presented here. The exponential growth rate of the capital has, asymptotically, the form $1 - n^{-c(x)} \log c(x)$, where $c(x)$ is the number of distinct phrases, generated by the Lempel–Ziv parsing algorithm. By utilizing properties of the Lempel–Ziv compression (Ziv’s inequality) it was shown that the exponential growth rate of this gambling scheme dominates the growth rate of any finite state gambling scheme where the number of states is fixed. Also, using additional properties of the LZ data compression scheme, if the outcome sequence is generated by an ergodic source, then the universal gambling scheme presented here achieves, with probability 1, the optimal capital growth rate, despite the fact that the source probabilistic model is not available.

Another result presented in the correspondence is a method for sequential gambling that can be based on any compression algorithm from a class of variable-to-variable length lossless compression algorithms. This method will double the capital for every bit compressed but it will also reduce the capital by half for every extra bit. The gambling method also reveals the probability estimate, in the sense of Solomonoff, induced by each of these compression algorithms. In fact the results here confirm and extend the work reported in [1], [2], [18], and elsewhere on the relation between gambling and data compression.

Several topics related to the work presented here call for further investigation. It will be interesting to achieve an explicit expression for the minimization of (16), and thus for the finite state complexity, as defined here, of an individual sequence. Also, the finite state prediction problem, introduced here, is currently investigated and it is analyzed in depth in [16].
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