
ARTICLES

Distributive immunization of networks
against viruses using the ‘honey-pot’
architecture
JACOB GOLDENBERG1, YUVAL SHAVITT2, ERAN SHIR2* AND SORIN SOLOMON3,4

1Hebrew University, Jerusalem 91905, Israel
2Tel-Aviv University, Tel-Aviv 61390, Israel
3Racah Institute of Physics, Hebrew University, Jerusalem 91904, Israel
4ISI Torino, 10133, Italy
*e-mail: shire@eng.tau.ac.il

Published online: 1 December 2005; doi:10.1038/nphys177

Although computer viruses cause tremendous economic

loss, defence mechanisms fail to adapt to their rapid

evolution. Previous immunization strategies have been

characterized as being static and centralized, which has

made virus containment difficult or even impossible. We

suggest, instead, to propagate the immunization agent as

an epidemic. The main problem with epidemic vaccine

propagation is that it is bound to lag behind the virus. We

suggest giving the vaccine an advantage over the virus

by allowing it to leapfrog through a separate, overlapping,

partially correlated network. This enables the antivirus

to contain the epidemic efficiently. We systemize this

concept with a ‘honey-pot’ architecture that achieves both

early virus discovery and rapid antivirus dissemination. We

present analytic, as well as simulation, results for a set

of realistic topologies that illustrate the effectiveness of

this approach.

The realization that network models possess non-trivial
properties1–3, such as a diameter that grows logarithmically
with network size4 and a non-existent percolation threshold5,

implies that for predominant epidemic models the epidemic will
not stop by immunizing any finite subset of nodes.

However, current immunization strategies6–11 focus on removing
nodes from the network a priori by immunizing them before
the epidemic outburst. In the absence of complete knowledge of
the network topology, these strategies are confined to a random
character. Thus, these strategies require, in most cases, the removal
of almost all of the nodes, and in all cases7 the removal of at least a
quarter of the nodes.

In contrast, we introduce a dynamic distributed immunization
strategy, where the vaccine development and immunization
processes depend on, and interact with, the virus dissemination
process itself, thus creating a codependency between virus
dissemination and immunization.

In the context of traditional biological epidemiology, there
was little sense in considering dynamic, distributed immunization
strategies. This is mainly owing to the fact that the timescale
gap between epidemic outburst and vaccine creation is very large,
and that there is no ‘infectious’ delivery mechanism available for
biological vaccines.

The world of computer viruses has characteristics that are
diametrically different. First, new viruses emerge at an increasing
pace. Second, computer viruses are much less complex than their
biological counterparts, and are much easier to analyse and to
characterize12,13. Thus, vaccine development can be achieved on
a timescale comparable to that of the infection process. On the
negative side, however, the viral process possesses an inherent lead-
time advantage: it appears before the vaccine, as a new vaccine
can be created only after the new virus has started percolating the
network. This fact, in itself, imposes strong constrains14 on the
usability of dynamic approaches. However, as we will demonstrate
below, one can devise design principles that compensate for the
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